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Abstract

The article focuses on morphogenetic design using IT tools and their application in architectural design. The generative and
creative potential of IT media has opened a new dimension in architectural design, especially in architecture aimed at imita-
ting the works of Nature, its form-forming processes, behaviors, or ecosystems. At the turn of the 20th and 21st centuries,
new applications of generative tools for architecture were made available, based on systems and mechanisms occurring
in Nature, bringing designers closer to creating architecture consistent with the natural environment, not only in terms of
visuality, but also in terms of the functioning of the building based on the model of a living organism. The biomimetic appro-
ach to designing architectural objects and their complexes is currently moving to a higher level of material, structural, and
performative integration. It presents what morphogenesis is and its role in the creation of a new organism, as well as other
emergent phenomena occurring in Nature. The instrumentalization of these processes in the IT space is considered, as well
as the application of design tools based on these processes. The tools that imitate form-forming processes occurring in
Nature are presented: Cellular Automata, L-systems, evolutionary and genetic algorithms, as well as mathematical object-
tools (a specific type of sets) such as: Fractals, Voronoi Diagrams, Shape Grammars, which can describe the geometric

results of natural form-forming processes.
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INTRODUCTION

Research into natural structures, conducted in
various fields of science, has provided the basis for
defining the geometry of form and its behaviour. The
developed mathematical models and computer instru-
mentalisation of the processes of evolution, morpho-
genesis and emergence, together with the proposed
methods and techniques, now make it possible to ap-
ply these patterns in architectural and structural design,
as well as in materials design. It is a key concept that
is equally important for theory and computer-aided de-
sign methods. The application of generative morpho-
genetic tools at the turn of the 20th and 21st centuries
brought about a significant change in the use of com-
puters’ ability to instrumentalise complex formative pro-
cesses and material behaviours. Today, we are looking

for a different model of relations with nature and the
universe. Global climate and anthropogenic changes,
along with the associated threats, are forcing a depar-
ture from the capitalist relationship between Man and
Nature. One alternative is morphogenetic design, as the
logic of morphogenesis and emergence is not limited to
the methodology of architectural design. These issues
extend to broader areas of the built environment.

The aim of this article is to present how imita-
tions of natural formative processes will change the
conceptual side of architecture and influence its mate-
rial practice. The basics of morphogenetic design and
morphogenesis are presented in the light of current
research. In describing the principles of natural mor-
phogenesis, attention is drawn to how they have been
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transferred into an integral computational process co-
upled with a CAD system. In the 21st century, new ap-
plications of morphogenetic tools for architecture have
become available, opening up new design methods.
The methodological approach adopted here combi-
nes descriptive and analytical techniques with logical
reasoning in order to determine, through comparative
analysis, the changes and effects of these changes in
architectural design.

1. MORPHOGENETIC DESIGN
AND MORPHOGENESIS

Morphogenetic design is a mimetic process that
creates artificial objects made of inanimate matter by
giving them the characteristics and properties of living
organisms. It uses generative design tools based on
biological models derived from mathematical models
of evolution and the biological sciences of evolutionary
development. They combine the processes of embry-
onic growth and evolutionary development of species,
offering designers tools to mimic morphogenetic for-
mative processes. Evolutionary calculations allow the
species pattern and process, as well as form and be-
haviour, to be linked to spatial and cultural parameters.
Architecture and the built environment designed using
morphogenetic tools are intended to be a remedy for
rebuilding our relationship with Nature.

In the natural world, every form emerges from
a process. It is a process that produces, develops
and maintains biological and non-biological forms or
structures, and which consists of a complex series
of exchanges between an organism and its environ-
ment. Morphogenetic design tools attempt to mimic
these processes. They are therefore generative tools
that originate in the exact sciences and are used to
produce 2D and 3D patterns and forms with complex
geometry. They are mathematical models describing
states or phenomena that occur in the natural world,
although they may only be a mathematical operation.
Their name (Latin generare — to give birth) refers to me-
thods of using mathematical symbols and relationships
to generate states of increasing complexity according
to established rules. In computational environments,
generative morphogenetic design tools can be divided
into two groups:

e tools imitating formative processes occurring in
nature: cellular automata, L-systems, evolutio-
nary and genetic algorithms,

e mathematical tools-objects (a specific type of
sets) such as: Fractals, Voronoi diagrams, shape
grammars, which can describe the geometric re-
sults of natural form formation processes.

In architectural design, the tools of both groups
often complement each other. They include both digital
techniques and computational models, which are used
to derive and transform forms, raising them to a higher
level of formal and structural complexity and environ-
mental efficiency.

1.1. Morphogenesis as a biological process

Morphogenesis (from the Greek morphé shape
and genesis creation, literally ,the generation of form”)
is the biological process that causes a cell, tissue or
organism to develop its shape. It is one of three fun-
damental aspects of developmental biology along with
the control of tissue growth and patterning of cellular
differentiation. An important aspect of natural morpho-
genesis is that the processes of formation and materia-
lisation are always inseparable and inextricably linked.

Originally, the term morphogenesis was used
in biology, and the first recorded instances date back
to the second half of the 19th century, when its equi-
valents were morphogenie (German, 1874) and mor-
phogénie (French, 1862). In the 20th century, the term
morphogenesis was also adopted in geology in relation
to geomorphology, the science of the origin of landsca-
pe forms, or the processes that led to the formation of
these forms [W. Stankowski 2019]. In biology, the word
‘morphogenesis’ is often used in a broad sense to refer
to many aspects of development, but when used stric-
tly, it should mean the formation of cells and tissues
into specific shapes (Fig. 1). That is, the developmental
processes that determine the shape of the embryo in
successive stages of development and ultimately the
shape of the adult organism. Incidentally, in biological
sciences, the study of forms through their categorisa-
tion or morphology was the first tool of zoology, pre-
ceding the theory of evolution. Today, morphology
has transcended its historical limitations to become
morphogenesis, and research focuses on the forces
that generate living forms and how their environments
came into being.

Morphogenesis is one of several processes cha-
racteristic of living organisms. Natural morphogenesis,
as a process of growth and evolutionary development,
generates systems that acquire complex articulation
and specific form (gestalt) and performative abilities
through the interaction of internal material characte-
ristics and external stimuli, i.e. forces and influences
from the environment. In natural morphogenesis, the-
refore, formation and materialisation are always intrin-
sically and inextricably linked. Furthermore, in biology,
the term ‘morphogenesis’ is used to refer to structural
changes in tissues as the embryo develops, or to the
basic mechanisms responsible for structural changes.
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Fig. 1. Zebrafish (danio rerio), course of dorsal fin morphogenesis on a micro scale; source: Oteiza et al. 2008

Morphogenesis processes can be interesting
and inspiring for architects, even though literally trans-
ferring biological structures or processes to an archi-
tectural design is usually unfeasible, however much it
would be significant or desirable. In addition to mor-
phogenesis, there are also processes such as growth,
repair, adaptation and ageing. Transferring knowledge
about these processes to architectural design can also
be productive, especially with regard to architectural
structures with dynamic capabilities.

A better understanding of biological morphoge-
nesis may be useful in architectural design because:

e architectural design aims to solve problems
that have often already been solved by Nature;
architectural design increasingly strives to incor-
porate concepts and techniques such as deve-
lopment or adaptation, which find their counter-
parts in Nature;

e architecture and biology share a common langu-
age, as both attempt to model processes such
as growth and adaptation (or morphogenesis).

1.2. Morphogenesis as a generative geometric

and computational process

Research into natural structures, conducted in
various fields of science, has provided the basis for
defining the geometry of form and its behaviour. The
developed mathematical models and computer instru-
mentalisation of the processes of evolution, morpho-
genesis and emergence, together with the proposed
methods and techniques, now make it possible to
apply these patterns in architectural and structural de-

sign. This is a key concept that is equally important
for both theory and computer-aided design methods
[K. Januszkiewicz 2010, p. 160]. The development of
tools that generate form, its shape and the interrela-
tionships between its parts in relation to environmental
conditions has led to conceptual changes in the way
we think about buildings, their behaviour and material
structure. Today, computer processing power allows us
to visualise and control the processes of form forma-
tion and behaviour, as well as material self-organisation
during the design process.

At the beginning of the 19th century, in the
context of botanical studies, the poet and writer Jo-
hann W. von Goethe (1749-1832) defined morpho-
logy as the study of form and presented this in his
work entitled Die Absicht ist eingeleitet, written in
1807, and published in 1817. He combined the theo-
ry of characters Gestalt, i.e. the construction of form
with the process of formation (Bildung), which con-
stantly succumbs to form [E. Trunz 1960, pp. 54-56].
In this way, he brought biological sciences closer to
visual arts and architecture. The integral processes
developed in biological morphogenesis concerning
the formation and development of material form (ge-
stalt) are particularly important because architecture,
as a material practice, continues to rely mainly on
design approaches characterised by a hierarchical
relationship that prioritises the definition and creation
of form over its subsequent materialisation. This sug-
gests that the hidden potential of a given technology
can be developed from an alternative approach to
design, one that derives from morphological com-
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plexity and performative capabilities without distin-
guishing between the processes of form creation
and materialisation.

In architecture, morphogenesis (computational
morphogenesis or digital morphogenesis) is understo-
od as a group of methods that use digital media not
as tools for representation or visualisation, but as ge-
nerative tools for deriving form and its transformation,
often in an effort to express environmental processes
in built form.

In the age of information technology, the disco-
urse on morphogenesis in architecture also includes
concepts such as emergence, self-organisation, and
form invention (form-finding). Among the advantages
of biology-inspired forms, their proponents cite the
potential structural benefits of redundancy and diffe-
rentiation, and the ability to support multiple functions
simultaneously [S. Roudavski 2009, p. 348].

1.3. What are artificial generative morphogene-
tic systems?

Generative systems are formalised mechanisms
capable of producing alternative design solutions. The-
se systems enable the creation of complexity at levels
higher than their initial specification, as interacting ele-
ments of a given complexity generate aggregates with
significantly greater behavioural or structural comple-
xity. For example, Generative Design System software
utilises this principle and, under the supervision of an
architect, enables the generation of complex forms and
patterns from simple specifications [J.P. McCormack
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et al. 2005]. However, it should be noted that the use
of a generative design system is only possible after the
project’s intentions and objectives have been defined,
which is necessary in order to define rules, relation-
ships and algorithms.

Generative morphogenetic systems are artificial
systems that mimic the formative processes and beha-
viours found in natural (biological) systems. Morphoge-
netic generative design is the use of imitations of these
processes, which are incorporated into mathematical
and computational models managed by algorithms,
sets of rules and principles, in order to obtain design
solutions. Morphogenetic design replicates them. Mor-
phogenetic design mimics the evolutionary approach
to the natural world to provide thousands of solutions
to a single architectural and engineering problem. The
rules for generative systems can be defined in various
ways, e.g. by verbal grammars, diagrams, geometric
transformations or command scenarios. Generative
systems have varying degrees of control, from auto-
mated to manual, performed step by step [K. Janusz-
kiewicz 2012b, p. 44]. Due to the possibilities of repre-
senting design solutions, generative systems can be
divided into three broad groups:

e analogue systems, where the properties of the
system are used to represent the properties of
the designed objects. Such analogue systems
include, for example, mechanical and electrical
systems;

e jconic systems helpful in creating alternative de-
sign solutions by assigning

e  operations such as adding, subtracting, trans-
forming and moving those parts that are saved;

e symbolic systems use symbols such as words,
numbers and mathematical formulas to represent
possible solutions at the output [Y.E. Kalay & W.J.
Mitchell 2004, s. 326].

The idea of using generative systems in design
has its roots in the past. Design patterns and principles
have been implemented in the history of architecture
and art for many generations. The characteristics of
such systems can be found in many historical exam-
ples, including painting, architecture, and design me-
thods. For example, an analysis of Greek and Roman
architecture shows the consistency of a design that
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15 was developed using logical design principles. Palladio,

1 a famous Renaissance architect, developed a design
DDD Hy. D D %l g D L process based on such logical design principles thro-
|:J 5 ’—— ughout his architectural work. In the 1970s, Stiny and

72 D%'D = | T D = D Mitchell were able to extract a set of such rules of form

and grammar from Palladio’s writings and designs [G.
Stiny et al. 1978, pp. 5-18]. These grammars were able

Fig. 2. William J. Michell, Shape Grammars Based on the Writings o - ) )
to create many variations of Palladio’s designs (Fig. 2).

and Projects of Andrea Palladio; source: Stiny et al. 1978
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William Mitchell, known for his research on
evolution, compiled a classification of generative sys-
tems from Aristotle to Richard S. Lull (1867-1957). He
demonstrated that these systems also played an im-
portant role in philosophy, literature and music. In ar-
chitecture, Mitchell’s classification refers to Leonardo
da Vinci (1452-1519) and Jean-Nicolas-Louis Durand
(1760-1834). In his studies conducted between 1803
and 1805 and published under the title Précis des Le-
cons d’Architecture données a l'ecole polytechnique,
Durand proposed an innovative method of drawing
projections and elevations by repeating and transla-
ting structural parts such as walls, facades, etc. These
elements were to form a system in which new wholes
could be designed. The aim was to design and bu-
ild efficiently and quickly in Europe and the overseas
colonies in the styles fashionable in the 19th centu-
ry [K. Januszkiewicz 2012a, p. 48]. This approach to
design, when applied in practice, would facilitate the
preparation of two-dimensional technical drawings of
buildings, which usually feature similar spatial solutions
and are rich in historical decorative details.

It should be mentioned that systems thinking
had already appeared earlier in other scientific discipli-
nes. A system was treated as an object in which a set
or groups of elements could be distinguished, intercon-
nected in arrangements forming certain superordinate
wholes. Nevertheless, systems thinking long stood in
opposition to the reductionist concept that had cha-
racterised the approach of scientists and engineers for
centuries. It was something new, something that ope-
ned up new areas of research. However, it was not until
the 1930s that the need to create a unified approach to
the system became apparent, especially in the natural
sciences and later in the exact sciences. After World
War ll, Buckminster Fuller (1895-1983) in the USA, and
the creator of systems theory Ludwig von Bertalanffy
(1901-1972) in Europe, were active promoters of this
then new way of seeing the world and solving complex
problems.

The methodology of systems design entered
architecture in the late 1960s and was mainly con-
cerned with solving functional problems and spatial
denotation. The basic principles of design were deter-
mined according to the definition of the problem, the
description of the goal and the design task in a specific
area of architectural creativity. Logical models, algo-
rithms and mathematical models were used, as were
the computer-aided design, simulation, optimisation
and multi-variant design solution techniques available
at the time. This was a consequence of the use of ma-
thematical and logical apparatus within the scope of
the then possible usefulness of computers in design [K.

Januszkiewicz 2012a, pp. 54-65]. These new aspects
of architectural form creation were explored in Poland
by Adam M. Szymski. Drawing on his knowledge of
human sciences, he conducted comparative analyses
of the creative process and systemic design proces-
ses, laying the foundations for computer-aided design
methodology [A.M. Szymski 1997].

Between 1968 and 1995, John H. Frazier and his
research team developed the first design models using
generative and evolutionary tools. The corresponding
generating systems were based on a common strategy
called ‘seed generation’ (for a design) or initial configu-
ration. Each model defined a set of tasks to be perfor-
med by the design team, and in each case, one of the
tasks required generative or evolutionary design tools
[J.H. Frazer 1995]. By introducing minor modifications
to the transformation process or only to the shape of
the grain, it was possible to generate alternative desi-
gns. These models corresponded to the capabilities of
electronic equipment and the state of knowledge in the
field of computer science at that time [K. Januszkie-
wicz & N. Paszkowska-Kaczmarek 2023].

Currently, in order to study the impact of vario-
us factors on form, architects are turning to generative
IT systems. They borrow them from other disciplines
and use them to design buildings and materials. The
most popular ones are: Cellular Automata, Voronoi
diagrams, L-Systems, fractals, shape grammars, and
evolutionary and genetic algorithms. Contemporary
generative IT systems can also be divided according
to the type of imitated and simulated processes: (i) for-
mative processes occurring in biological creations, (ii)
shape or pattern generation, (iii) material behaviour si-
mulations, (iv) physical phenomenon simulations. The
use of generative tools in design requires architects to
take a different approach to the creative process than
before, as these are primarily computational tools. This
is a significant change, as architectural theory and
practice have so far focused primarily on form rather
than on the process that gives rise to form. In the 21st
century, designers are learning from Nature how to use
energy and materials sparingly, finding effective engi-
neering solutions and structural patterns for new buil-
ding materials in their creations. They are also learning
how natural and built environments can best interact
with each other.

1.4. The need for research on morphogenesis
and morphogenetic tools
In striving for greater environmental, functional,
material and energy efficiency in building forms than
ever before, imitating Nature’s creations is one of the
options available today. Morphogenesis in architectural
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aspects should be developed in such a way as to meet
the following requirements and expectations:

e computational design tools need to be develo-
ped and integrated into CAD/CAM/CAE systems
in order to demonstrate research on the applica-
tion of abstracted biological principles in the cre-
ation of structures that respond to changes in the
environment;

e tis expected that non-unified complex structures
will be increasingly designed in architecture in re-
sponse to growing interest in parametric model-
ling, CNC fabrication and personalisation;

e jtis necessary to be able to design structures that
have no direct precedents in architecture. Howe-
ver, such precedents exist in nature, where struc-
turally complex living organisms have been ada-
pting to their environment for millions of years.
The instrumentalisation of morphogenesis and

other formative processes, as well as the environmen-
tal behaviour of natural structures, will change the ap-
proach to the design of buildings. It will contribute to
an understanding of form, material and structure not
as separate elements, but rather as complex interrela-
tionships that are embedded in and explored by com-
putational integral design processes [E. Trunz 1960,
p. 53].

2. EFFORTS TO IMITATE BIOLOGICAL PROCES-
SES AND BEHAVIOURS IN COMPUTATIONAL
ENVIRONMENTS

A biomimetic approach to architectural design
is not fully possible without the exchange of ideas and
techniques between architecture and disciplines such
as biology, physics, chemistry and mathematics. The
focus is mainly on the natural processes of formation
and adaptation that occur in nature, their instrumen-
talisation through mathematical models and computa-
tional techniques, their simulations and digital visuali-
sations. Mathematics continues to provide operational
tools for science to create mathematical models that
describe simple and complex real-world phenomena.
Such modelling is used to understand a given process
by replacing it with a simplified system that reflects only
selected features of the process. The mathematical
description of the model is presented here in the form
of a system of algebraic or differential equations. The
processes under study are described by mathematical
models with complex parameters, and the variables
contained therein are subject to changes both in time
and space [J. Gutenbaum 2003]. The digitisation of
computational processes has made it possible to de-
scribe many complex, often non-linear phenomena of

reality using mathematical models. Computer graphics
has become helpful in visualising the course of model-
led processes [A. Menges 2006, p. 53].

2.1. Emergence

In science, the term emergence (Latin emergo
— to emerge, to rise) refers to the production of forms
and behaviours by natural systems (ecosystems) that
have irreducible complexity, as well as to the mathe-
matical approach necessary for modelling processes
in computational environments. Emergence, like self-
organisation, is a completely different feature of system
behaviour [S.A. Kauffman 1996].

Dynamic systems in nature, living systems and
physical systems, including climate and geological
forms, exhibit diverse organisational and behavioural
characteristics that are crucial for research into emer-
gence. These are ecosystems that are diverse in terms
of components, relationships and information. The-
se relationships are complex and operate in various
hierarchical systems, and the resulting effects tend
to take time to emerge. There are many definitions of
evolutionary and developmental processes that unfold
over time.

The definition presented by Tom de Wolf and
Tom Holvoet is widely cited. They proposed the follo-
wing understanding of emergence: A system exhibits
emergent behaviour when there are coherent elements
that can emerge (property, behaviour, structure, etc.) at
the macro level and which arise dynamically as a result
of interactions between parts at the micro level. Such
elements enter into new relationships with respect to
individual parts of the system [T.D. de Wolf & T. Holvoet
2005, pp. 3-4]. This reveals a tendency for systems
to self-organise and strive for ever greater complexity.
Evolutionary development arises from the dynamics of
systems. Any physically occurring system that can be
described using mathematical tools or heuristic princi-
ples is perceived as a dynamic system. Dynamic sys-
tems theory classifies systems based on mathematical
tools rather than the visible form of the system.

Emergent transformations of individual biolo-
gical forms are not detached from their structure and
material. Natural structures contain complex material
hierarchies, and it is in these hierarchies that the effi-
ciency of emergent processes lies. Form (its geometry),
structure and material interact with each other, and the
behaviour of these three interacting components can-
not be predicted solely on the basis of an analysis of
any one of them [M. Hensel et al. 2010]. However, each
higher level of ownership can be described as a conse-
quence of lower levels of ownership. The systems from
which form emerges and the systems within complex
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individual forms are maintained as a result of the flow
of energy and information through the system. The flow
pattern has constants that are adjusted to maintain
equilibrium through “feedback” with the environment.
Natural evolution is not a single system but is divided
into many co-evolving systems with partial autonomy
and occurs through interaction. A newly formed form
(as a whole) can be a component of a system emerging
at a higher level — then what is a system for one pro-
cess can be an environment for another [M. Weinstock
2004, p. 13].

Although emergence is a concept strongly as-
sociated with evolutionary biology, it also occurs in
other disciplines such as complexity theory, cyberne-
tics, and, more generally, systems theory and artificial
intelligence research. Nevertheless, it is a term that is
increasingly used in architectural discourse. Emergen-
ce is important for architectural design and calls for
a serious revision of the way designs are created. It
means the emergence of qualitatively new properties,
forms and behaviours resulting from the interaction be-
tween simpler elements in a dynamic process.

2.2. Evolution

The term evolution (Latin evolvere, evolutio —
development, growth) refers to the process of change
over time. Ecosystems adapt and evolve at different le-
vels and at different rates. Adaptation, i.e. the process
of genetic change in a population, and evolution allow
organisms and ecosystems to survive in their environ-
ment, which is unique locally and cyclically variable with
dynamic behaviour. Every living form emerges from
two strongly interrelated processes, operating in maxi-
mally diverse periods of time: (i) from the rapid process
of embryological development from a single cell to an
adult form; (i) the long, slow process of evolution of
different species of forms over many generations. Bio-
logical evolution means changes in the characteristics
of entire groups of organisms occurring in successive
generations. [W. Ullrich 1973].

The change in the characteristics of successi-
ve generations occurs as a result of the elimination of
some individuals (genotypes) from the current popula-
tion through natural or artificial selection. Together with
new mutations, this continuously affects the current
gene pool of the population, and thus shapes its ave-
rage phenotype at any given moment. Complex forms
and systems of nature arise as a result of evolutionary
processes. In addition, living forms grow, and growth is
a complex process in which the contribution of the ge-
notype is variable and the influence of the environment
and phenotypic dependencies are different. In nature,
the genotype encompasses the genetic constitution

of an individual, while the phenotype is a product of
the interaction between the genotype and the environ-
ment.

In 1859, Charles Darwin published On the Ori-

gin of Species by Means of Natural Selection, or the
Preservation of Favoured Races in the Struggle for
Life, in which he presented his theory of evolution. The
theory of evolution revolutionised the natural sciences,
then philosophy and the social sciences, and eventu-
ally encompassed all fields of science. In the 1930s
and 1940s, a synthetic theory of evolution was de-
veloped as a result of combining Darwin’s theory of
evolution with genetics, which is still being developed
and supplemented with new research findings.
The perfection and diversity of natural forms is therefo-
re the result of constant evolutionary experimentation.
Through profligate prototyping and ruthless rejection of
failed experiments, Nature has evolved into a rich bio-
diversity of interdependent plant and animal species
that are in metabolic equilibrium with their environment.
The analogy to evolutionary architecture should not be
treated merely as an implication of form development
through natural selection. Other aspects of evolution,
such as the tendency towards self-organisation, are
equally or even more significant [J. Frazer 1995]. In-
cidentally, in nature, the genotype encompasses the
genetic constitution of an individual, while the phenoty-
pe is the product of interactions between the genoty-
pe and the environment. The emerging properties and
capabilities of natural forms result from generative pro-
cesses that act on successive versions of the genome.
This genome is compact data that is transformed into
biomass with a complex structural structure. The com-
pelling goal is to instrumentalise the natural process of
evolution and growth, model the basic characteristics
of emergence, and then combine them within a com-
putational framework.

Evolutionary processes in biological systems
have provided the initial concepts for evolutionary pro-
gramming and evolutionary algorithms. The founda-
tions of evolutionary programming were developed by
Lawrence Fogel (1928-2007) and further developed by
his son David B. Fogel. In evolutionary computation,
an initial set of candidate solutions is generated and
iteratively updated. Each new generation is produced
by stochastically removing less desirable solutions and
introducing small random changes. In biological terms,
the population of solutions is subjected to natural se-
lection (or artificial selection) and mutation. As a result,
the population will gradually evolve towards increased
efficiency, in this case the selected algorithm matching
function. The goal of evolutionary programming was to
develop artificial intelligence in relation to the develop-
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ment of the ability to predict changes in the environ-
ment. The environment was described by a sequen-
ce of symbols, and the evolutionary algorithm was to
create a new symbol. The initial symbol maximised the
function of the task to be solved and assessed the ac-
curacy of its execution [T. Back & D.B. Fogel 1966].

Evolutionary programming is of significant im-
portance in the design of architectural objects and
complexes which, according to futuristic mimetic con-
cepts, should evolve alongside the natural environment
in the Anthropocene era. It is expected that artificial in-
telligence components embedded in buildings will cre-
ate a network of reactive interconnections and bring
about evolutionary changes in material and operational
structures.

2.3. Form and behaviour emerge from

the process

Biological forms and their behaviour emerge
from a process that produces, develops and mainta-
ins the form and structure of biological organisms (and
non-biological things), and this process consists of
a series of complex exchanges between the organism
and its environment. This is because an organism has
the ability to maintain continuity and integrity by chan-
ging aspects of its behaviour. Form and behaviour
are closely related. The processes of self-generation
of form, as well as form itself, are described by ba-
sic patterns. Geometry plays a local and global role
here, and is also related to the dynamic pattern and
the pattern of form in self-organising morphogenesis.
The form of an organism influences its behaviour in

Scorpaena

Argyropelecus olfersi

the environment, and specific behaviour will produce
different results in different environments. Behaviour
is non-linear and context-dependent [M. Weinstock
2004, p. 14].

Organisms can be viewed as systems that de-
velop complex forms and patterns of behaviour thro-
ugh the interaction of their components in space and
time. The dynamics of biological form development,
due to growth and form along with morphogenesis,
has taken centre stage, supplanting Darwin’s theory of
evolution. The theory of morphogenesis, the formation
of forms that develop in time and space, is inextricably
linked to mathematical information theory, physics and
chemistry, as well as organisation and geometry. They
become a coherent pattern arranged by mathematical
concepts and the economics of technology and indu-
stry [M. Hensel et al. 2010Q].

Incidentally, the connection between biology
and mathematics was initiated in the first decade of the
20th century, particularly in the works of Alfred N. Whi-
tehead (1861-1947) and D’Arcy W. Thompson (1860—
1948). Thompson, a zoologist and mathematician, vie-
wed the matter of living forms as a diagram of the for-
ces that act within them to sustain life [D.W.Thompson
1961]. His observations of homologies between skulls,
pelvises, and plants of different species suggested
a new method of analysis, namely the mathematisa-
tion of biology. Measurements of morphological featu-
res are specific to a given species, and sometimes to
individuals belonging to a single species. Hence, these
measurements vary, but there are layers that do not
differ at all, and these constitute homologies.
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Fig. 3. Darcy W. Thompson, Homology of Forms of Related Organisms, 1910; source: A ton for Thompson’s tome 2017
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Homology, although it has two distinct me-
anings, has related meanings. In biology, it refers to
organs or bodies that have the same evolutionary ori-
gin but different functions, and in animals, it also refers
to behaviours resulting from inheritance from a com-
mon ancestor [W. Ullrich 1973]. In mathematics, on the
other hand, it is the classification of geometric figures
according to their properties. Hence, homology can
be described by mathematical data, mapping points in
a three-dimensional coordinate system in space, by di-
mensions, angles and radii of curvature. Comparisons
of related forms made by D’Arcy Thompsom show re-
cognisable deformations when moving from one form
to another (Fig. 3). These forms are related when one
can be deformed into another by transformations of the
Cartesian coordinate system. Comparative analyses
reveal that it does not matter what is omitted in each
individual description of a form, nor does the accura-
cy of measurement matter; what matters is only that
there is a morphogenetic tendency between forms [K.
Januszkiewicz 2013, p. 44]. However, Alfred N. White-
head (1861-1947), a mathematician and physicist, pro-
ved that the morphogenetic process is more important
than matter, as it constitutes the living world, and Natu-
re consists of interacting patterns of activity. Organisms
are a collection of compounds that support each other
in order to modify their own behaviour in anticipation
of changes in activity patterns and everything around
them. Anticipation and reaction drive the dynamics of
life [M. Weinstock 2004, p. 13].

The combination of these hypotheses is impor-
tant because it makes us realise that form emerges
from process. It is a process that produces, develops
and sustains the form or structure of a biological orga-
nism (and non-biological things), and which consists of
a complex series of exchanges between the organism
and its environment. Furthermore, the organism has
the ability to maintain continuity and integration thro-
ugh the changing aspects of its behaviour. Forms are
related by morphogenetic tendencies, which suggests
that they are the same if not all of these characteristics
are amenable to mathematical modelling [M.Weinstock
2004, pp. 14-15].

This research is particularly relevant for desi-
gners, especially when architecture and engineering
engage in generative design processes in physical and
computational environments in search of new concep-
tual patterns for a built environment that is sensitive to
the effects of climate change.

2.4. Geometry and morphogenesis
The geometry of biological forms, just like com-
putational forms, is not merely a description of a fully

developed form. It is a set of rules defining boundaries
and constraints that act locally as principles of orga-
nisation for self-organisation during morphogenesis.
Geometric patterns and feedback loops are as impor-
tant in morphogenesis models as they are in cybernetic
models or other dynamic systems [M. Weinstock 2004,
p. 14-15].

Research conducted by Alan N. Turing (1912-
1954) on plant form development led to the formulation
of a general theory of morphogenesis of cylindrical lat-
tice structures. These structures are formed more lo-
cally than globally, node by node, and then modified by
growth. To build a mathematical model of this process,
one needs information about the global geometry, the
characteristics of the cylinder, and a set of local rules
for the lattice nodes. For many years, Turing was intere-
sted in the morphogenesis of daisies and fir cones with
polygonal symmetrical structures such as those found
in starfish, the modulation found in Fibonacci num-
ber sequences in the arrangement of leaves on plant
stems, and the formation of patterns such as dots or
stripes. His simple early models of morphogenesis de-
monstrate the breakdown of symmetry and homoge-
neity, or the emergence of a pattern from an originally
homogeneous mixture of two substances. Mathema-
tical equations describe these non-linear changes in
the concentration of two chemicals (morphogens) over
time, as well as how these chemicals react and how
they diffuse [A.N. Turing 1952]. This leads to the hypo-
thesis that the generation of geometric patterns begins
with a smooth layer of cells in which information about
buds, skin spots and branches appears during deve-
lopment. Chemical substances accumulate until the
final density is reached, at which point morphogenesis
takes effect to generate organs. The diffusion reaction
model is still of interest to mathematical biology, where
research focuses most on linking pattern dynamics to
form. The model used by Alan M. Turing represented
a single surface or flat plate of cells [S.A. Kauffman
1993, p. 566-577].

Currently, research on morphogenesis using
computational models in molecular stereodynamics al-
ready covers processes involving curved plates [Ch.J.
Marzec 1999]. Geometry is inherent in these process
models, as it takes into account the ‘units’ that enter
into dynamic relationships with each other and provi-
des information about global geometry. Fred W. Cum-
mings (born 1923) even proved that the interaction and
diffusion of morphogens in cellular layers [L.G. Harrison
& M. Kolar 1988] produce a Gaussian effect and deter-
mine the curvature of individual membranes or layers
[FW. Cummings 1989]. This means that changes in
the curvature of the membrane in one place will cau-
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se opposite changes in curvature elsewhere. As a re-
sult of the development of computational models, this
approach is currently being expanded to include the
mathematics of curvilinear coordinate grids and uses
fluid dynamics to simulate morphogenetic asymme-
tric organs and their branches [FW. Cummings 1990].
However, studies of flat, folded cell plates reveal that
they are the basis of morphogenesis and asexual re-
production. Computational models of morphogenetic
processes can be successfully adapted in architectural
research, and the self-organisation of material systems
has been proven in physical form-finding processes [K.
Januszkiewicz 2010, p. 126].

2.5. Pattern dynamics, diversity and integration

The concept of linking geometric patterns and
forms during morphogenesis requires feedback, which
is essential for maintaining forms in the living environ-
ment. In modelling the geometric pattern of form, fe-
edback occurs in two loops: from form to pattern and
from pattern to form. Structured formations with a bio-
chemical pattern then cause morphogenetic “shifts”
and, as a result, transformations in geometry. Such
a change in geometry disrupts the pattern and a new
pattern emerges, which initiates new morphogenetic
shifts. This process continues until the distribution of
morphogens and remains in equilibrium with the geo-
metry of the evolving form [M. Weinstock 2004, p. 13].

Feedback loops, from pattern to form and from
form to pattern, are a mathematical model of morpho-
genesis [A.V. Spirov 1993, p. 497], a model of a dyna-
mic process from which form emerges. Incidentally, ac-
cording to systems theory, concepts and principles of
organisation in natural systems depend on the domains
specific to each individual system, and contemporary
research focuses on ‘complex adaptive systems’ that
are self-regulating. What they have in common is the
study of organisation, i.e. structure and function. Com-
plexity theory formalises the mathematical construc-
tion of this process in systems from which complexity
emerges. It focuses on the effects produced by the
collective behaviour of many simple units that interact
with each other, such as atoms, molecules or cells [W.
Weaver 1948, p. 36].

This complexity is heterogeneous, as there are
many different parts that have multiple connections,
yet these parts behave differently, even though they are
not independent. Complexity increases as the diversity
and interdependence (connection) of parts increases.
The process of increasing diversity is called differen-
tiation, and the process of increasing the number or
strength of connections is called integration. The evolu-
tionary processes of differentiation and integration inte-

ract on many ‘scales,’ from the formation and structure
of individual organisms to species and ecosystems [K.
Januszkiewicz 2010, p. 126].

Systems theory and cybernetics today share
a common conceptual basis, as evidenced by the fre-
quent use of terms such as ‘complexity science’ and
‘complex adaptive systems’. These terms also appear
in extensive literature on thermodynamics, research
on artificial intelligence, neural networks and dynamic
systems. In mathematics, there is also a common ap-
proach to computational modelling and simulation. It
is axiomatic in contemporary cybernetics that systems
of increasing complexity are recognised, which in the
natural evolution of systems show increasing comple-
xity, from cells to multicellular organisms, from social
systems to culture.

Research into the dynamics of geometric pat-
terns with diverse components is important for archi-
tecture, especially for designs aimed at adapting to the
effects of progressive climate change. This concerns
not only the shape of objects, but also the dynamic
behaviour of their material structure and its changing
geometry in response to environmental factors.

2.6. Redundancy

In biological systems, redundancy is a funda-
mental evolutionary strategy. Hence, multicellular orga-
nisms have evolved from seemingly very efficient single-
celled organisms. Cellular differentiation and multiple
hierarchical arrangements of cells mean that the sum
of cells becomes the basic component of a higher-level
organisation with additional complexity and increased
functionality. Redundancy in biological structures does
not only mean that the system has more cells available
for action in each tissue than a single task requires, but
also that the hierarchical organisation of cells is arran-
ged in such a way that the tissue has sufficient sur-
plus adaptive capacity to change under environmental
stress. Redundancy corresponds to the concept of
irreducible complexity [M. Weinstock et al. 2004, pp.
40-45]. Biological forms are systems within systems,
hierarchically arranged semi-autonomous organisa-
tions; each of them performs its own functions, but
also has sufficient resources to participate in the reac-
tions of the global organisation. To achieve this, each
level of organisation requires differentiation and redun-
dancy. This case of evolutionary benefits conferred by
differentiation and redundancy is convincing. However,
there are no detailed studies of these benefits for indi-
vidual biological structures yet.

Evolutionary biology uses redundancy as an im-
portant strategy implemented at many levels in multiple
and complex arrangements and material diversifica-
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tions to achieve healthy and sustainable structures. En-
gineering, on the other hand, has a mechanistic view of
material minimisation, simplicity, structural organisation
and standardisation [M. Weinstock 2004, p. 15].

2.7. Self-organisation and behaviour

Biological self-organisation occurs under the in-
fluence of gravity and other stresses originating from
the environment. Growth under the influence of gravi-
tational forces is common and follows morphological
geometry and cellular organisation.

The patterns exhibited by all natural systems
and the frequency and occurrence of certain geometric
patterns (in particular triangles, pentagons and spirals)
in many different organisations and divergent scales
are astonishing. These patterns are species-specific,
so it can be said that biological self-organisation is
fundamentally geometric, which also means that for
the same set of materials, there is a common organi-
zing principle (Fig. 4).

environments or when other forms occur in the same
environment. Behaviour is non-linear and context-spe-
cific [M.Weinstock 2004, p. 14].

Norbert Wiener (1894-1964), based on White-
head’s research, drew up the first mathematical de-
scriptions of ‘anticipation and response’. In the 1940s,
Wiener developed the first mathematical description of
the systematics of reactive behaviour in machines and
animals [N. Weiner 1948; 1971, p. 261] providing the
theoretical foundations for modern cybernetics. The
subject of research was systems in which control (re-
gulation, management) and information processes oc-
cur, and the method was mathematical modelling. This
opened up a new path for solving many practical, and
not just technical, problems. Cybernetics, by using ma-
thematics to describe reactive behaviour, creates a ge-
neral theory covering machines, organisms and pheno-
mena that occur over time. It uses digital and numerical
processes in which pieces of information interact with
each other and the transmission of information is opti-

Fig. 4. Crassula succulentus (Latin: succulentus — juicy), geometric patterns of a plant that has adapted to store water in its leaves to
survive periods of drought; source: own elaboration

The most important feature of biological self-
organisation is that small, simple components combine
with each other in three-dimensional patterns to form
higher-level structures. These structures then combine
into more complex structures that possess emergent
properties and behaviours. An example of this is the
behaviour of skin. When the skin becomes stretched,
its resistance increases with increasing tension as the
components of the skin align themselves with the direc-
tion of the tension, creating a tension known as linear
stiffness. Form and behaviour enter into relationships
that are not obvious. The form of an organism influ-
ences its behaviour in the environment, and individu-
al behaviours will produce different effects in different

mised. Feedback is understood as a type of ‘control’
device that regulates behaviour using information from
the environment in relation to actual, set or optimal me-
asurements [C.E. Shannon & W. Weaver 1963].

llya Prigogine (1917-2003), conducting studies
on patterns of formation and self-organisation, expan-
ded this field of research to include issues related to the
second law of thermodynamics. This means that every
system strives to achieve a state that can be realised
in as many ways as possible under given conditions;
it therefore strives to maximise entropy [l. Prigogine
1967]. He conducted and documented studies of the
behaviour of theoretical biological and non-biological
systems. This allowed him to claim that all biological
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organisms and many natural non-living systems are
sustained by the flow of energy through the system
[M. Weinstock 2004, p. 14]. The pattern of energy flow
involves many small changes that are modified by fe-
edback from the environment until equilibrium is main-
tained, but sometimes ampilification occurs such that
the system can either reorganise or collapse. A new
order emerges from the chaos of this system at the
point of its collapse. Such reorganisation creates more
complex structures through higher energy flow through
them, and this is a shift towards greater susceptibility
to fluctuations and, later, to collapse or reorganisation
[N. Paszkowska-Kaczmarek 2022].

Adaptive processes in natural systems have pro-
vided the initial concepts for evolutionary and genetic
algorithms, which are helpful in designing artificial sys-
tems based on natural ones [J.H. Holland 1992]. Genetic
algorithms are widely used today in control and optimi-
zation applications and in the modeling of pro-ecological
systems. Incidentally, mathematical models and Boolean
networks allow for the simulation of gene activity. They
can produce tissue and organ differentiation in models.
Stuart A. Kauffman argues that the self-organization
produced by such networks is more complementary
than Darwinian selection through adaptation to the envi-
ronment. [S.A. Kauffman 1993, pp. 373-376, 444-454].
The action of periodic attractors in genetic lattices, pro-
posed by Kauffman, now solves the problem of simula-
ting dynamic gene processes in Cumming’s morphoge-
nesis model [M. Weinstock 2004, p. 16].

2.8. Collective behaviour
Collective behaviour arises from the repetition
and interaction of simple rules. This is evident in the
dynamics of social groups in many natural species.
Flocks of birds and schools of fish produce what appe-
ars to be a coherent form or arrangement (formation)

without a leader or centrally directed intelligence (Fig.
5). Insects such as bees and termites produce complex
structural artefacts and highly organised functional
specialisations without central planning or instruction.

Mathematical models derived from natural phe-
nomena describe systems of individual ‘factors’ and
units or cells with very simple internal processes, de-
scribing their simple interactions. Complex patterns
and results emerge from the distribution of data and
the connections between dynamic models. Stephen
Wolfram’s (born 1959) extensive studies on cellular au-
tomation [S. Wolfram 2002] provide a comprehensive
overview of their characteristics and potential.

Mathematical concepts and techniques for ge-
nerating collective behaviour, from simple local reac-
tions, have sufficient potential to radically change envi-
ronmental systems in architecture. The methods cur-
rently used in so-called smart buildings employ hybrid
mechanical systems controlled by a central computer,
which are costly and often unreliable in operation. In
natural organisms and conceptual simulations, intelli-
gent behaviours produce self-organising systems with
the ability to dynamically distribute data obtained from
the environment. Their application is expected to be in
the design of climate-sensitive architecture.

Collective behaviors are mathematical models
of self-organisation based on variable distribution and
selection presented by Francis Heylighen (born 1960)
[F. Heylighen 1989]. They are justified in complex sys-
tems, such as organisms and ecosystems, which de-
velop from the interaction of elements that combine
into various ‘clusters’. Some contribute to the natural
selection of the whole form, while others disintegrate
and undergo further evolution. This process repeats it-
self at higher levels, and the newly formed whole at one
level becomes a component of the system appearing
at a higher level [H.A. Simon 1996]. Furthermore, na-

Fig. 5. Collective behavior of fish (mackerels) and birds (starlings); source: Hofmann 2012
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Fig. 6. CA cellular automata — operation diagram; source: Krawczyk 2002

tural evolution does not concern only a single system,
but rather many systems and co-systems. The self-
organisation of the ecosystem and the whole is just as
important as internal morphogenetic self-organisation
[K. Januszkiewicz 2013, p. 48].

Designers are waiting for new IT tools that will
enable them to make wider use of processes and be-
haviours resulting from collective behaviour in relation
to material and structural components. This concerns
climate-sensitive architecture, in the design of which
the processes and behaviours explained here could
be implemented. Design principles could be abstrac-
ted from biological systems and adapted to building
design. This requires a deeper involvement in under-
standing evolutionary development and analysing
material organisation systems, which in turn requires
understanding the behaviour of individual species. The
morphogenetic tools available to designers only allow
these tasks to be partially accomplished [N. Paszkow-
ska-Kaczmarek 2022].

4. MORPHOGENETIC COMPUTER TOOLS
IMITATING BIOLOGICAL PROCESSES IN THE
DESIGN OF ARCHITECTURAL OBJECTS

The imitation of biological processes based
on computational models involves design tools that
change the traditional understanding of form creation.
In computational design, form is no longer defined by

a sequence of drawing or modelling procedures, but
generated by rule-based parametric processes. The
resulting externalisation of the relationship between
algorithmic information processing and the creation of
the resulting form allows a distinction to be made be-
tween process, information and form. Hence, any given
shape can be understood as resulting from the interac-
tion between the internal information of the system and
external influences within the morphogenetic process.

4.1. Mobile vending machines CA

Cell growth in biological forms can now be imi-
tated in cyberspace. Cellular automata (CA), previously
called ‘cellular spaces’, are a class of automata inven-
ted by John von Neumann (1903-1957) and Stanistaw
Ulam (1909-1984), a Polish mathematician from the
Lviv school working in the USA. It is a computational
method that can simulate the growth process by de-
scribing a complex system through simple units that
follow an uncomplicated rule. In the scientific works
of Neuman and Ulam in 1951 (The general and logi-
cal theory of automata) and in 1961 (Theory of self-
reproducing automata) [J. von Neumann 1951] These
units were intended to be idealised models of systems
found in biology, in particular describing the logic of
self-reproduction [J. von Neumann 1961]. They have
been successfully applied in calculations of phenome-
na from other scientific disciplines such as mathema-
tics, physics, chemistry, sociology and materials engi-
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neering. Within these sciences, they are used, among
other things, to simulate thermal conductivity, crypto-
graphy, random number generation, traffic analysis,
neural network simulation, population dynamics ana-
lysis, and word recognition. Cellular automata gained
greater popularity when Martin Gardner [M. Gardner
1970] described John Conway’s ‘Life’, a game that ge-
nerated two-dimensional patterns. In the early 1980s,
Stephen Wolfram [S. Wolfram 1994] began research
into the concept of representing physical phenomena,
opening a debate on a new scientific discipline [S. Wol-
fram 2002].

CA cellular automata are discrete models of
space and time. They typically involve interactions be-
tween cells in uniform square grids. Cells can take on
a specific, finite number of cell states, which can chan-
ge according to simple rules that each cell executes in
relation to its surroundings [A. llachinski 2001].

This means that each cell is updated synchrono-
usly, according to local interaction based on the princi-
ple adopted for determining the state of neighbouring
cells. While each individual change in cell state may
seem insignificant to the human eye, the patterns ge-
nerated across the entire CA cellular network are often
complex and difficult to predict [Ch.M. Herr 2015].
A cellular automaton consists of a data structure and
an algorithm that operates on it. This structure takes
the form of an array of cells of a certain type. It can be
an array of any number of dimensions — from a one-di-
mensional vector, through a two-dimensional matrix, to
three-dimensional and higher-dimensional arrays. The
most commonly used algorithms are well-known ones
such as ‘the game of life’ and ‘Langton’s ant’.

The three-dimensional universe of CA cellu-
lar automata consists of an unlimited network of cells
(Fig. 6a). Each cell has a specific state (from 0 to 1) oc-
cupied or empty, represented by a marker recording its
location. The transition process begins with the initial
state (occupied) of the cells and proceeds according
to a set of rules for each successive generation. The
rules determine who will survive, die, or be born in the
next generation. The rules use the cell’s neighbourho-
od to determine its future. The neighbourhood can be
defined in many ways. Figure 6b shows two popular
methods for determining which neighbouring cells to
consider. The rule developed by Conway in 1970 is:
‘check the neighbourhood of each occupied cell; su-
rvival occurs if there are two or three neighbours, death
occurs if there are any other number of neighbours,
and birth occurs in an empty cell if it is adjacent to only
three neighbours.’

As each generation evolves over time, one of
four cases may occur. Either the cells find a stable form
and do not seem to change; or they become a so-cal-
led ‘flicker’ and alternate between two stable states;
or all or a cluster of cells become a ‘glider,” a group of
cells that begins to orbit the universe forever, or all cells
die, i.e., they extinguish themselves. Other rules can
be proposed, with Conway’s rule being the traditional
starting point.

Architectural interpretation
Direct translation of the results of the CA mathe-
matical model into architectural language is not entire-
ly possible, as this model does not take into account
either construction or usage realities.

Fig. 7. Cell structure of the 8th generation with a designated area; source: Krawczyk 2002
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Fig. 8. Architectural interpretation — internal divisions; source: Krawczyk 2002

For example, when analysing the initial configu-
ration and its processed results up to the eighth gene-
ration (Fig. 7b), one may ask whether these results can
be interpreted in terms of building structures. In order
to more easily translate the obtained cell configurations
into the language of future buildings, there are two ap-
proaches: observing how the system configures itself
or imposing certain restrictions on the system at the
beginning of its operation. It is also possible to combine
both approaches. In this case, a boundary represen-
ting a certain area is marked on the cell board and the
directions of cell growth (e.g. vertically and sideways)
are indicated, but not below. Then, the operation of the

system can be observed and stopped at a satisfactory
moment of component growth (Fig. 7).

Another problem is that some cells may not be
horizontally connected to others, and others are not
supported. Furthermore, the cells have no architectural
scale and do not suggest any internal usable space.
Fig. 8 shows the projections of individual cell layers
and divisions suggesting solutions to these problems
in terms of architecture and construction. The centre of
gravity of each cell is important for further interpretation
of the results.

Furthermore, cells can be adopted that could
articulate the edge of the building in a different way
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than a square and that could take into account the
orientation and additional surface area in the fagades
(e.g. window openings) (Fig. 9). These can be circles,
ellipses, polygons, etc. The spaces of these units can
be connected not only by creating large, adjacent are-
as, but also by defining a series of boundary points, an
envelope that can be further interpreted or transformed
(Fig. 10). Depending on the shape of the unit cell, they
begin to develop into different curved edges

As mentioned earlier, the initial cell configuration
also lacked vertical supports and struts. This problem
can be solved by utilising the growth process, limiting
the growth of the cell supporting the component from
below or adding supports to the final configuration (Fig.
11). Two possible support strategies are shown above,
one with posts at each corner of the cell and the other
with supports placed in the centre of the cell.

Other approaches to the architectural interpre-
tation of elementary cells are also used. For example,
Robert Krawczyk proposes that at the beginning of the
process, the size of the cell should be defined as mini-
mum and maximum, and the actual size should be se-
lected randomly (shifting each vertex). When it comes
to interpreting cells as they are created, the ‘growth
stopped’ option can be used in each generation. When
a cell survives, it increases in size. This approach takes
into account the actual growth process in nature and
imitates it directly [R.J. Krawczyk 2002].

The example presented shows how a mathe-
matical concept imitating the growth process can be
transformed or interpreted into architectural elements.
Working with CA systems is fraught with two types of
difficulties: the unpredictability of the results of simple

b

Fig. 9. Articulation of the building edges; source: Krawczyk 2002

C

rules, and the difficulty of determining the rules that
lead to the desired results. The aim of this analysis was
to identify critical issues concerning both the operatio-
nal model and the design strategies adopted. These
relate to the decisions that the designer should make
at the beginning and during the process of creating the
configuration of components. The main points are as
follows:

— what should the initial configuration of the cells
be? Could Jean L. Durand’s compendium of
neoclassical design rules be helpful here;

— which generation to stop at and whether it is eno-
ugh to just evaluate the designer’s imagination;

— how to define neighbourhood and its permanent
elements;

— when and what rules to adopt for growth;

— when and how to define cells, their shape as spa-
tial units;

— what scale to adopt for the generated multicellu-
lar object;

— how to define support conditions, configure con-
nection networks and limit the number or surface
area of generated components.

[t should be noted that cellular automata, vie-
wed as a mathematical approach, differ from traditional
deterministic methods in that the current results form
the basis for the next set of results. This recursive sub-
stitution method is continued until a certain state is re-
ached. Fractals and strange attractors are also created
in a similar way. Many digital methods in architecture
are parametrically controlled. An initial set of parame-
ters is used to generate a single result. If an alternative
is desired, the parameters must be modified and the
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Fig. 11. CA cellular automata — variant assignment of architectural features; source: Krawczyk 2002

generation repeated from scratch. The difference be-
tween the two methods is that in parametric methods,
the results are easily predictable, while in recursive me-
thods, the result is usually unpredictable. This provides
an interesting and rich platform from which to develop
possible architectural patterns.

The spectrum of problems solved using cellu-
lar automata is broad thanks to the simplicity of their
mechanics and the high flexibility of their assumptions.
Architects most often use cellular automata because of
the ease with which they can generate various geome-
tric patterns, from ornamentation to the automatic vo-
lumetric generation of building structures. Ingeborg M.
Rocker uses cellular automata (CA) to generate forms
on a building scale, while Michael Batty uses them to
design groups of objects on an urban scale. Mike Silver,
on the other hand, presented his competition design
for the San Jose State University Museum of Art and

Design (2003), in which cellular automation was used
to a greater extent than ever before [M. Silver 2006].

Following the introduction of cellular automata
(CA) by Stanistaw Ulam and John von Neumann in the
late 1940s, many different types of cellular automata
were developed, which became part of what Christo-
pher Langton called ‘artificial life’ in 1986. The most
complex examples are based on stochastic develop-
ment, hence their structural properties are common to
morphogenetic models, e.g. Alan Turing’s (1952). This
is the reason why some cellular automata are able to
simulate the development of living beings, but also ci-
ties and artefacts.

Patterns often appear in nature, from the colo-
uring of a leopard’s fur to the shape that a fern takes
as it grows. Stephen Wolfram proposed the idea that
these patterns are generated in a manner similar to
cellular automata. In this model, each pigment cell be-
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haves according to the state of each of its immediate
neighbours, similar to how a cellular automaton works.
Another example of this is the way mollusc shells are
generated. Their shells are extruded one layer of cells
at a time (similar to fingernails), so complex colour pat-
terns can act as one-dimensional cellular automata
(Fig. 12). These patterns can be not only inspiring but
also imitable on both straight and curved architectural
surfaces.

Currently, cellular automata are widely used in
parametric design to create objects at various scales
that can be manufactured according to the principle of
mass customisation (Fig. 13).

4.2. L-Systems

The L-system is what imitates plant growth in
computer science, and it has been named the gram-
mar of form. It is an abstract structure described by the
language of form through sequences of simple objects
called strings (equivalent to natural chromosomes).
Plant modelling based on the L-system is described by
two elements, i.e. two categories of formal grammar:
analytical and generative. Analytical grammar deter-
mines whether a string belongs to the language de-
scribed by that grammar. Generative grammar, on the
other hand, is formalised by an algorithm that genera-
tes strings in a specific language and consists of a set

Fig. 12. Patterns on crustacean shells and their pigmentation that can be imitated using cellular automata; source: Wolfram 1984
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Fig.13. The facade of Cambridge North station, the pattern of which was generated by Automata cellular — the rule no. 30 was used,
according to which obtained pattern is analogous to the patterns on the Conus textile shells; source: Wolfram 1984

of rewriting rules that transform strings, starting with
a simple start symbol [K. Januszkiewicz 2012].

In 1968, Hungarian biologist Aristid Lindenmayer
(1925-1989) developed a formal grammar later named
the L-system. He conducted research on mathemati-
cal models describing the growth process of simple
multicellular organisms. It is used to generate shapes
with a fractal appearance, which have been used in
particular to describe the appearance and stages of
development of various plant species. Przemystaw
Prusinkiewicz also conducted research on L-systems
together with Lindenmayer, which resulted in their joint
publication on the subject [P. Prusinkiewicz & A. Lin-
denmayer 1990].

The rules governing L-systems are written as
a sequence of characters, where each element has
a specific function. Repeating these rules multiple
times produces predictable, complex effects. The way
in which shapes are drawn is determined by a given in-
terpreter. One such interpreter is the ‘turtle’ developed
by Prusinkiewicz. The initial state of the ‘turtle’ is de-
termined by its position coordinates (x, y) and direction
(o). It can then execute the commands written in the
rules of a given system.

Using the L-system in computer graphics requ-
ires translating symbols into graphic structures. De-
pending on the model, different methods are used to
transfer formal notation into graphics. One example is
the so-called ‘turtle graphics’ (similar to the concept
used in the Logo language). In this model, each symbol
in the L-system is interpreted as a specific sequence of
‘turtle’ movements (Fig. 14).

The basic four commands are “F” — move for-
ward drawing a line, “f” move forward without drawing
a line, “+” and “-” turn left and right. With the help of
the “turtle” you can draw not only plants — in a very
simple way you can present the Koch curve and similar
shapes.

Today, the L-system forms the basis for IT struc-
tures that simulate processes occurring not only in the
natural world. This system has also found practical ap-
plication in the generation of fractals. Special cases of
the L-system are: the DOL (deterministic and context-
free) system and the stochastic L-system, which is assi-
gned a probability through stochastic grammars.

L

|

Fig. 14. Interpretation of the system rules by the “turtle” FFF-
FF-F-F+F+FF-F-FFF and with tree structure, axiom: --F, rule: F:
FF+[+F-F-F]-[-F+F+F], angle: 22.5 degrees; source: own elabo-

ration

Architectural interpretation

Translating the results of L-systems directly into
architectural language seems, at first glance, illogical
— buildings do not grow like flowers or trees and serve
completely different functions. However, with the deve-
lopment of information technology, this common view
is changing. The L-system algorithm can be extended
to facilitate the creation of architectural geometries and
spatial denotations of functional use.

First, the graphical commands for the turtle
were improved to control movement in 3D space. In
such an environment, the geometry of solids can be
generated by extruding it along the turtle’s path or by
using segments of that path to create surfaces (e.g.,
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loft). To control the drawing rules of L-systems with gre-
ater precision, parameters can be introduced into the
string rewriting rules. At a basic level, this may invo-
Ive specifying incremental changes to the turtle’s sta-
te. The first experiments were conducted by Michael
Hansmeyer [M. Hansmeyer 2003]. To enable a single
L-system to generate multiple design permutations,
Hansmeyer proposes stochastic substitution rules.
Furthermore, substitution rules can be limited in scope
so that they apply only to certain generations of the
rewriting process. Further geometric freedom is achie-
ved by introducing variable parameters directly into the
turtle graphics language. Finally, the system is exten-
ded with environmental interaction, so that the turtle
performs different connections (strings) depending on
the local conditions and connections encountered [M.
Hansmeyer 2003]. The logic of L-systems is particularly
well suited to the production of modular systems. Since
not every letter in the string has to correspond to a tur-
tle instruction, it is possible to introduce letters that are
simply replaced by groups of other letters. For exam-
ple, in a system where (a) implies forward movement
and (a ¢) means a right turn, a new letter (d) can be de-
fined to create a square. The square, marked with the
letter (d), can now be used as part of other modules,
which in turn can become components of even larger
modules (Fig. 15).

GEHERACIA 6 {GENERACIA 7

string length: 20.400

GENERACIA 5
string length: 10.800

GENERACIA 9
string length: 106.100

string length: 37.100

The Modularity project (Fig. 15) was generated
by an L-system and is the result of research into whe-
ther nature’s patterns and algorithms can open up new
possibilities for architecture. It is the result of research
conducted by Michael Hansmeyer on the logic of natu-
re’'s developmental processes, which acts as a gene-
rator of architectural design, its application to the pro-
duction of architectural forms and additional functions,
such as the creation of organisational logic, space seg-
mentation and the development of a structural system.
The logic of L-systems can therefore be used not only
to create the spatial organisation of components, but
also to differentiate and articulate these components.
By introducing parameters into the definition of com-
ponents, they become flexible and adaptable to local
conditions. Furthermore, three-dimensional Cartesian
geometry space can also be based on ‘agents’. This
means that an agent moves in space with a position
vector and three orthogonal axis vectors. lts instan-
taneous orientation is determined by a rewriting rule,
which can, for example, direct it to a certain degree
forwards, upwards or sideways.

The spatial denotation of functional features
requires a branched structure in which the branches
‘grow’ in 3D space. It is not so much about manipu-
lating L-system grammars as it is about a method that
ensures complete freedom of choice of form. Paul

GENERACJA 8
string length: 63.000

GENERACJA 10
string lenght: 174.000

Fig. 15. Michale Hansmeyer, Modularity, 2003; L-system logic used for the spatial organization of components and their differentiation
and articulation; source: Hansmeyer 2003
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Fig. 16. Simulations by L-system of the distribution of forces and moments in real time in the application to the XML numerical program
a) 3D binary tree after the fourth iteration, b) complete 3D binary tree model with rigid fixing, ¢) simulation taking into account the action
of external forces (e.g. wind load); source: H. Noser et al. 2001

Coates proposed combining Lindenmayer systems
with genetic programming [P. Coates et al. 1999].
Coates’ modified L-system develops its branched
structures in an isospace grid by filling the points of
intersection with the grid with spheres. This shows how
a function can guide form. The choice of an isospace
grid (rather than a Cartesian grid) due to its lack of or-
thogonal deviation and homogeneity allows for com-
plete freedom in the choice of form. The system sear-
ches for functional forms using genetic programming
[U.M. O'Reilly & M. Hemberg 2007]. Coates’ research
has contributed to the development of systems that
produce different designs [J.R. Koza 1992].

L-systems are also used and developed in struc-
tural engineering. New applications are being sought
that would simulate the distribution of forces and mo-
ments under physical conditions and automatically
perform calculations (Fig. 16).

The combination of L-system logic with the phy-
sical behaviour of building structures and computer
graphics is intended to support the conceptual phase
of engineering design. The XML numerical program-
me is based on parametric grammar similar to the L-
system, which is why the user can first associate ma-
thematical equations with symbols and then use them
in the rules for defining objects. In subsequent itera-
tions and interpretations of these rules, the object is
visualised and the application automatically generates
sets of files with mathematical equations describing the
physical design of the object. These equations can also
be solved automatically using already known IT tech-
niques. This application was first developed in 2001
by computer scientists from the University of Zurich in
collaboration with the Department of Statics and Dyna-
mics of Aerostructures at the University of Stuttgart [H.
Noser et al. 2001].

The extended Lindenmayer growth process
model can also be used to generate complex surfaces

when it interacts with two factors: geometric grain (a
set of basic geometric data) and rewriting rules. These
rules should determine how elements will change their
shape, as well as the process in which geometry is
repeatedly reinterpreted. In this way, surfaces can be
obtained that consist of diverse components accor-
ding to the seeded geometry. The ‘Fibrous Surface’
project (2005) is a synthesis of the above activities (Fig.
3.17). The project was carried out at the AA School of
Architecture in London under the supervision of Mi-
chael Hensel and Achim Menges [A. Menges 2006].
In the example mentioned, the surface is re-
presented by a structure data graph (a set of geo-
metric data concerning edges, vertices and regions).
During growth, all edges are constantly rewritten, and
all parts of the surface change continuously until the
ontogenetic drift configuration stabilises (ontogenetic
drifts are developmental changes in form and function
that are inherent to the growth process). Based on
the surface on which the geometric seed was sown,
further material data is introduced to generate ele-
ments for fabrication. In response to specific geome-
tric features, such as global undulation and regional
curvature, a variable distribution algorithm establishes
a network of lines on the “surface” platform that deter-
mine the position of each fibre and the type of node.
Next, digital components fill the system according to
the command “construct a virtual solid model”. The
result is an organisation in which fibres only intersect
when they are perpendicular to each other, which re-
sults from the input data regarding fabrication con-
straints. Otherwise, they pass under or over intersec-
ting elements (similar to the structure of a bird’s nest),
thus creating a geometrically defined, self-clamping
and stable structure. It is therefore possible to cor-
relate geometric definition, structural behaviour and
production logic, as in natural morphogenesis whe-
re formation and materialisation are inseparable. This
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Fig. 17. Sylvia Felipe, Jordi Truco, Fibrous Surface, 2004. Digital Growth and Ontogenetic Drifts. Diagram: Surface geometry generated
by a) digital growth process based on extended Lindenmayer systems (a) (bottom) provides geometric data for the algorithmic decom-
position of parametric components (b) (middle), resulting in a complex network of self-locking straight rods (c) (top), ready for fabrication.
d) digital definition of the fiber network obtained by synthesizing digital processes of component differentiation, propagation mapping,
and digitally simulated growth, e) view of the fibrous self-locking surface structure. The tested prototype consists of about 90 compo-
nents and 1000 connections; source: A. Menges 2006b

correlation is not only consistent within a single sys-
tem (manufacturing), but is integral to the very process
of generation driven by L-systems. This is particularly
significant when one considers that the surface defi-
ning the morphogenetic contribution is constructed in
a bottom-up process in which all parts respond to lo-
cal interactions and the environment. Because these
internal and external interactions are complex and the
interpretation of L-systems is non-linear, the outcome
of the growth process remains open. This approach
to design enables architects to define specific material
systems through a combined logic of formation and
materialisation. It promotes the creation of specific
shapes by developing the performative capabilities
inherent in material arrangements and structures that

are typically derived. Most importantly, it encourages
a fundamental rethinking of current mechanistic ap-
proaches to sustainability and the associated functio-
nalist understanding of efficiency.

Contemporary methods utilising Lindenmayer’s
achievements enable morphological processes and
adaptogenesis to be carried out, replacing manual
experiments. Adaptogenesis is a continuous process
of creating new adaptations as a result of evolution.
Adaptation is defined as the process of individuals ad-
justing to environmental conditions based on evolutio-
nary modifications. Architects such as Karl S. Chu and
Emergent Design Group, as well as OCEAN NORTH,
use L-systems as a tool for generating forms and
structures. L-systems are a promising tool for those
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interested in an alternative approach to environmental
sustainability.

4.3. Evolutionary and genetic algorithms

Synthetic evolutionary algorithms imitate the
mechanisms of evolution, the same ones that occur
in biology. It is a set of methods and techniques that
include not only genetic algorithms, but also genetic
programming and evolutionary strategies. Evolution
is now an indisputable scientific fact, documented by
evidence from many fields of science. The essence of
evolution is the combination of random (undirected)
changes in genotype with strictly directed environmen-
tal pressure. It proceeds according to the following ge-
neral principles:

e The genotype of a given individual undergoes
modifications during reproduction. These chang-
es may result either from minor, random muta-
tions or from the mixing (crossbreeding) of the
traits of the parent individuals;

e (Changes in the genotype cause changes in the
phenotype of offspring, which affects their de-
gree of adaptation to the environment (assessed
using the objective function);

e Changes in genotype are random. Changes that
are beneficial to the individual occur just as often
as those that are detrimental or neutral.

e Individuals are evaluated by comparing their ad-
aptation to a given environment. Those that are

better adapted have a greater chance of repro-
ducing.
e Less well-adapted individuals succumb to com-
petition for limited environmental resources and
die out.
e The genotype of an individual is subject to chang-
es (mutation, crossbreeding), while phenotypes
are subject to selection [D.E. Goldberg 2009].
Biological evolution drives morphological diver-
sity through genetic variability and results in high levels
of adaptation, efficiency and effective resource mana-
gement. Therefore, a synthetic evolutionary algorithm
modelled on biological evolution is used for optimisa-
tion and modelling tasks. It boils down to finding the
value of variable X, contained in a given set X, at which
a given function of variable x takes the most favourable
value. Function, called the objective function or quality
indicator or criterion, measures the goal to be achieved
[Z. Michalewicz 2003].

Classic optimisation algorithms typically use
a deterministic procedure that approaches the optimal
solution step by step (Fig. 18). Such a procedure usual-
ly begins the search for the optimal solution by starting
from a selected solution, after which the direction of the
search is determined based on local information. Next,
a unidirectional search for the best solution is conduc-
ted. This best solution becomes the new solution, and
the above procedure is repeated a specified number of
times. Classical algorithms differ mainly in the way they

initial solution

search direction

-

e

optimum

constrains

Fig. 18. Operation of the classic optimization algorithm; source: Figielska 2006
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determine the direction of the search. The convergen-
ce of the algorithm to the optimal solution depends on
the choice of the initial solution. Evolutionary algorithms
can handle most of the difficulties encountered when
using classical algorithms [D.E. Goldberg 2009].

Evolutionary algorithms have a unique ability to
adapt easily and can be used to solve complex non-li-
near and multi-dimensional engineering problems. The
quality of their performance does not depend on the
problem; its structure or differentiability is irrelevant.

The basic features of evolutionary algorithms
that distinguish them from other methods are:

e they do not process the task parameters directly,
but rather their encoded form;

e they conduct searches, starting not from a single
point, but from a certain population of them;

e they use only the target function, not its derivati-
ves or other auxiliary information;

e they use probabilistic rather than deterministic

selection rules [E. Figielska 2006].

The operation of the evolutionary algorithm
can be described as follows: the algorithm begins the
search process by creating a population of potential
solutions called individuals, which are represented by
chromosomes containing genetic information abo-
ut these individuals. In each evolutionary step, called
a generation, the chromosomes are decoded and eva-
luated according to a predetermined quality criterion
called fitness (the fitness function can be, for example,
the objective function), and then a selection is made
to eliminate the individuals evaluated as the worst. In-
dividuals with high fithess undergo mutation and re-
combination performed by a crossover operator. Se-
lection alone does not introduce any new individuals
into the population, i.e. it does not find new points in
the search space, but such points are introduced by
crossover and mutation. Thanks to crossover, the evo-
lutionary process can move towards promising areas
in the search space. Mutation prevents convergence to
a local optimum. As a result of the crossover and mu-
tation operators, new solutions are created, from which
the next generation population is then built. The condi-
tion for terminating the algorithm may be, for example,
a certain number of generations or the achievement of
a satisfactory level of fitness [Z. Michalewicz 2003, pp.
81-92; E. Figielska 2006].

Genetic algorithms are the best-known class of
evolutionary algorithms. The basic genetic algorithm
was developed in 1975 by John H. Holland (1929-2015)
[J.H. Holland 1975] in the FORTRAN programming lan-
guage and developed thanks to his work in the 1960s
and 1970s. Traditionally, chromosomes in genetic algo-
rithms are binary strings of fixed length (chromosomes

can also be encoded using strings of integers or real
numbers). Chromosomes are evaluated in each gene-
ration. The population size is fixed. The parameters that
must be specified are: population size, mutation proba-
bility, and the condition for terminating the algorithm.
The fitness function must also be specified in advance.
Incidentally, the idea of applying Darwin’s principle of
natural selection to automatic problem solving emer-
ged in the 1950s, before the technology became wide-
ly available. In the 1960s, three different ways of imita-
ting evolution appeared in three different places. In the
United States, Fogel introduced evolutionary program-
ming [M.J. Fogel et al. 1966], while Holland called his
method a genetic algorithm. In Germany, Rechenberg
and Schwefel [I. Rechenberg 1973; H.P. Schwefel 1981]
proposed evolutionary strategies. For about 15 years,
these methods developed independently. It was not
until the early 1990s that they came to be regarded
as different forms of a single technique — evolutionary
algorithms.

The genetic algorithm works as follows: in a de-
fined environment, an initial population of individuals is
initiated (usually randomly) and evaluated. Each indivi-
dual must be assigned a set of information constitu-
ting its genotype, which provides the basis for creating
a phenotype. The genotype consists of chromosomes,
where the phenotype and possibly some auxiliary infor-
mation for the genetic algorithm is encoded, while the
chromosome consists of genes. The phenotype is the-
refore a set of traits that are evaluated by an adaptation
function that models the given environment. In other
words, the genotype describes the solution to the pro-
blem, and the phenotype (fitness function) evaluates
how good that solution is. The initial population is eva-
luated (selected) so that the best-adapted individuals
participate in reproduction. Only genotypes undergo
evolutionary processes and are associated by crossing
with the genotypes of their parents and undergo mu-
tation (small random changes are introduced). A new
generation is created, which, after evaluation, will be-
come the basis for the next step of the algorithm. The
algorithm returns to step two if a sufficiently good so-
lution is not found. Otherwise, the result is obtained [K.
Januszkiewicz 2012b, p. 49] (Fig. 19).

Each solution has a set of characteristics en-
coded in its genome (this may be a set of numbers)
that determines its phenotype. In the first step of the
algorithm, a series of random genotypes is generated.
Each phenotype is evaluated in terms of its fithess, al-
lowing for the selection of genotypes that are crossed
with each other in the next step of the algorithm. In
this way, a new generation of genotypes is generated
with a theoretically better average fithess for the en-
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tire population. Repeated testing of fitness, selection,
crossing and reproduction of the population brings us
closer and closer to finding the optimal solution. The
method of crossing is important, as it should take into
account the occurrence of so-called local optima, i.e.
places in the solution space that contain a number
of good (but not the best) solutions separated from
the rest of the space by solutions with low efficiency.
The algorithm often gets stuck in such a place due to
the way it works. The quality of the results obtained
using genetic algorithms depends on the size of the
population, the time allocated to searching for a so-
lution, the selection method, the crossover and mu-
tation operators used, and the probability with which
these operations are performed. Genetic program-
ming is very similar to genetic algorithms. It also uses
the principles of genetics and natural selection in the
creation of digital programmes [J.R. Koza 1994]. The
fundamental difference between genetic programming
and genetic algorithms lies in the representation of the
solution. While genetic algorithms create a sequence
of numbers that represents the solution to a problem,
in genetic programming, individuals are tree-structured
programmes, and genetic operators are applied to the
branches and nodes in these trees.

In addition to genetic algorithms, evolutionary
programming is also used. It focuses mainly on optimi-
sation problems with continuous parameters. The main
area of application is the optimisation of real multi-
dimensional functions. In evolutionary programming,
each parent individual in the population generates of-
fspring through mutation. The probability of mutation
is generally uniformly distributed. After evaluating the
offspring, a variant of stochastic tournament selection
selects a certain number of the best individuals from
the set of parents and offspring. The best individual
is always stored, which ensures that if the optimum is
reached, it cannot be lost. Evolutionary programming
is an algorithm that uses only selection and mutation
mechanisms (without crossover) [J.R. Koza 1994].

The optimisation process using evolutionary strategies
is as follows: initially, individuals sample different loca-
tions in the state space while maintaining a relatively
high value of the s parameters (thanks to which muta-
tions favour broad exploration of the space). However,
when individuals are close to the maximum (global or
isolated local), their s parameters decrease rapidly, so-
metimes by many orders of magnitude. This behaviour
of the parameters causes mutations to become incre-
asingly subtle and to approximate the maximum value
more and more accurately. It turns out that the pheno-
menon of self-adaptation is responsible for this ‘intel-
ligent’ behaviour of the s parameters. Self-adaptation

Selection

Genetic Algorithm
Reproduction Cycle

Mutation

Fig. 19. Scheme of operation of the genetic algorithm; source:
own elaboration

is the driving force behind evolutionary strategies. This
term refers to a situation in which not only the parame-
ters of the solution to a problem evolve, but also the
parameters of the evolutionary process itself. Poten-
tially, this allows evolutionary methods to work more
efficiently [D.E.Goldberg 2009].

Evolutionary computational techniques were
already known in fields where optimisation and se-
arching for alternative solutions to the best solutions
were involved. The combination of another generative
algorithm with an evolutionary or genetic algorithm has
made such programmes an attractive design tool for
architects.

Architectural interpretation

Synthetic evolutionary algorithms that imita-
te biological evolution are developed mainly to solve
multi-criteria problems. The objectives are then defined
as fitness functions, and evolutionary mechanisms of
selection, inheritance, reproduction and mutation are
used as stochastic optimisation processes. These
metaheuristic algorithms do not incorporate the latest
research findings on micro- and macro-evolutionary
mechanisms derived from genomics, phylogenomics
and population genomics, which limits their degree of
imitation. Nevertheless, the architectural design pro-
cess, as in the case of natural evolution, is an open
process exploring possible solutions, yet most design
methodologies in architecture are based on a typologi-
cal approach. The resulting limitations exclude a wide
range of potentially more effective and better design
options. The dynamics of biological evolution, on the
other hand, suggest ways of continuously expanding
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Fig.

the design space towards new and unexplored possi-
bilities that could potentially be included in a new set of
typologies, while still meeting the constraints. In archi-
tecture, therefore, evolutionary processes are more im-
portant as exploratory processes than as optimisation
tools. However, attempts are being made to use syn-
thetic evolutionary algorithms as optimisation tools for
design, but in combination with other generative tools.

For example, the problem of arranging usable
space, which involves finding the best functional and
spatial layout within certain constraints, can be formu-
lated as a combinatorial optimisation problem and can
be solved using an evolutionary algorithm. Then, spa-
ces with a given function and adjacent to them can be
represented in the form of graphs and adjacency ma-
trices in connection with their coding scheme (Fig. 20).
An adjacency matrix is a square matrix with a degree
equal to the number of vertices in the graph. Each ver-
tex of the graph is indexed by one of the consecutive
numbers from O to N-1, where N determines the num-
ber of vertices of a given graph. In the case of simple
graphs, the adjacency matrix is a zero-one matrix with
zeros on the main diagonal. For undirected graphs,

20. EvoArch, optimization of the functional and spatial system using an evolutionary algorithm; source: Whitehead 1987

the adjacency matrix is by definition symmetric. The
EvoArch programme encodes the topological configu-
ration in adjacency matrices [S.Y. Wong et al. 2009],
and reproduction operators operate on these matrices.
The operators are designed to be unbiased, so that
all nodes in the graph have an equal chance of be-
ing selected for replacement or mutation. To evaluate
the usefulness of the results, EvoArch uses a matching
function that takes into account preferences for adja-
cency between different functional spaces, budget,
and other design constraints.

An evolutionary algorithm can also be helpful
in the process of finding a form when the starting po-
int is not a vision of the form, but an understanding
of the multi-criteria requirements placed on the desi-
gned form and the tasks it performs. In this case, the
requirements and possibilities can be defined as, for
example, structural, environmental, acoustic or other
criteria. The design may focus on one of these criteria,
but it may also be based on a combination of different
criteria in an effort to meet them. As a result, the final
form, its geometry and materiality are a representation
of the previously defined requirements and possibilities.

Fig. 21. Model of the Berlin Philharmonic concert hall and the configurations of the sound source (red) and receiver (green); source:
Spaeth & Menges 2011
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Fig. 22. Evolutionary algorithm in modelling the acoustic envelope of the Berlin Philharmonic concert hall; source: Spaeth & Menges
2011

The final design is the result of a bottom-up process,
the essence of which lies not in ‘creating form’ but in
‘finding form’. The evolutionary algorithm makes it po-
ssible to explore the area of potential design outcomes
that meet the required parameters or criteria and to de-
velop previously unforeseen geometric, structural and
material solutions.

The acoustic envelope design at the Berlin
Philharmonic Hall is an excellent example of this. The
starting point for the evolutionary algorithm is to define
the design task that the algorithm should solve. In this
case, the design task could be described as finding
an acoustic envelope that works on a receiver-sour-
ce principle and will configure the sound in the spa-
ce between the audience and the orchestra (Fig. 21).
This is the initial and key design specification, defined
by the designer and constituting the main design de-
cision, apart from the specific acoustic requirements.
In addition to these basic design decisions, contextual
constraints resulting from the specific nature of the de-
sign task were also taken into account. [B.A. Spaeth &
A.Menges 2011, p. 462].

It is evident that the audience, represented by
the receivers, must have an uninterrupted view of the
source (the orchestra) and that the audience should be
located within this buffer zone. In addition to these con-
straints and requirements, the design task must be de-
fined by morphological definitions. Clear morphological
definitions guide the design process from a universal
search process (driven solely by acoustic parameters)
to a process that is also influenced by individual and
intuitive design intentions. By defining and applying
spatial morphological parameters as evaluation criteria
in the design process, manual evaluation and selection
were rejected due to disadvantages such as the limited
speed and efficiency of evaluators or changes in evalu-
ation criteria. To enable the analysis of acoustic capabi-
lities, the properties related to acoustic behaviour were
defined in the genetic code. However, the properties
of the material that are relevant to acoustic properties
(absorption and scattering) were described as values
between 0 and 1. To maintain the homogeneity of the
genetic code structure, absorption and scattering va-
lues were assigned to each point. Thus, the genetic
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Fig. 23. Dominique Perrault, underground metro station covering, Piazza Garibaldi, Naples, 2007-2013; source: Bollinger 2008

code consists of groups, and each group contains the
coordinates of a point, the absorption value and the
dispersion value. Due to the uniformity of the genome,
the material properties were assigned to points con-
tained in the genome. However, due to acoustic ana-
lyses, these properties must be assigned to a surface
(phenotype). The synthesis algorithm then transforms
the point properties into surface properties. In this way,
the surface (phenotype) is represented by three points
of the genotype and can be generated (Fig. 22) [B.A.
Spaeth & A. Menges 2011, p. 463].

The evaluation of generated phenotypes is a key
aspect of the evolutionary algorithm. Individuals are se-
lected for reproduction based on their fithess ranking. In
most cases, the fitness value consists of several different
evaluation criteria. In the evolutionary algorithm, these
criteria are transformed into a single phenotypic fitness
value for each individual, which can be written as * f (x).
This is a weighted function of the criteria evaluation. The
evaluation criteria were divided into two groups. The
first group included acoustic criteria, and the second
group included criteria related to the morphology of
space. The simulations and tests carried out confirmed
the validity of the design methodology adopted. The
evolutionary algorithm used was composed of a geo-
metry algorithm and an evaluation algorithm. Thanks to
this, the geometry algorithm was able to create correct
shapes and assign individual acoustic properties based
on the initial configuration (source-receiver). The shapes
created are therefore not arbitrary, but refer to the initial
definition of the design task. It has been demonstrated
that evolutionary algorithms have the potential to disco-
ver new design concepts for acoustic spaces.

It should be emphasised that the design effec-
tiveness of evolutionary strategies depends on fithess
ranking, as selection is the only control mechanism
through which further project development can be di-
rected. In nature, individual fitness is assessed at the
phenotypic level in terms of the probability of reproduc-
tion. As in IT processes, each structure must be fully
defined and modelled in order to be evaluated. Each
evolved structure is based on the genetic information
of the previous generation. Therefore, the definition of
fitness criteria is important for the quality of the ob-
ject and its construction, as it controls the direction of
the evolutionary process [K. Bollinger et al. 2008, p.
25]. The genetic algorithms developed by Holland in
the FROTRAN programming language were among
the first optimisation IT tools to support calculations in
structural design and are still in widespread use today.
This is because computational processes enable the
generation and evaluation of many possible structu-
ral articulations. In architecture, structural articulation
often determines the aesthetic properties and impact
of a building.

An example of this is the canopy (170 x 35 m)
over the Piazza Garibaldi underground station in Na-
ples. It consists of eight irregular rod segments which,
like trees, grow out of the station platforms and branch
out to reach the height of the surrounding trees (Fig.
23). Genetic algorithms helped to solve structural and
optimisation problems. Entire populations of structures
evolved and individuals were selected according to pre-
defined criteria of architectural and structural suitability.
The topologically designed structure could be described
as a two-dimensional plane based on a system of self-
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Fig. 24. Analysis of the load-bearing behavior of a segment of the roof bar structure after its generation in the evolutionary process; so-
urce: Bollinger et al. 2008

similar triangles in the third dimension. Each node was
assigned a random coordinate within specific threshold
value ranges. It was assumed that the bundle of rods
reaching the level of the platforms acts as a supporting
structure. In order to achieve cantilever load-bearing
capacity and minimal displacement of the nodes, the
upper plane was simply removed so that the triangula-
tion could function as a spatial structure. The behaviour
of the entire structure was simulated in RStab software
(Fig. 24). The implementation design for the Piazza Ga-
ribaldi metro station roof in Naples was carried out by
the Bollinger + Grohmann structural engineering office
in Munich in collaboration with Fabian Scheurer from
ETH Zurich, who specialises in the application of gene-
tic algorithms in structural engineering.

By encoding the coordinates of all nodes in the
genome and using a genetic algorithm that takes into
account crossover and mutation, the efficiency of the
structure was significantly improved over 200 genera-
tions of 40 individuals each. The criterion for efficiency
was the displacement of nodes under their own we-
ight. The genetic algorithm allowed the articulations of
the structure to evolve in response to specific criteria
without reverting to specific a priori typologies [K. Bol-
linger et al. 2008, p. 23].

Genetic algorithms, together with evolutionary
computational techniques, are already being used in
architectural design to solve complex functional, struc-
tural and formal problems (e.g. shape optimisation).
They are helpful in solving well-defined construction
problems described by structural, acoustic, mecha-
nical, thermal and lighting parameters, etc. By acting
on a population of achievable variants, they search for
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new and unexpected design proposals. The pressure
of the effects of progressive climate change directs de-
signers’ attention towards architecture with the ability
to adapt to changing environmental conditions. It is po-
ssible that evolutionary and genetic algorithms could
search for adaptive possibilities and find the right solu-
tion, providing a method for effectively preserving kine-
tic architectural structures. Such structures, like plants
or organisms, would need to have the efficiency that
flexibility provides. However, in the traditional engine-
ering approach to structural design, buildings achieve
efficiency through rigidity. This is confirmed by analyses
carried out after the collapse of the World Trade Centre
towers, which showed that it is necessary to design tall
buildings whose behaviour will result from the flexibility
and elasticity of their structure [P. Bazant & Z. Zhou, p.
607]. In the case of this type of disaster, several forces
combine and interact with each other, creating a non-li-
near acceleration of effects. The criteria for performance
therefore need to be reconsidered, combining the need
for flexibility with sufficient rigidity to ensure stability. In
human artefacts and natural structures, there are mo-
dels of surface structures that demonstrate the ability
to bend without collapsing. Woven structures, such as
baskets, can accept several local disturbances witho-
ut global destruction. Baskets are highly redundant, as
they have more material than is necessary to carry nor-
mal loads and have no rigid joints. All living structures
have a high degree of redundancy, which enables them
to adapt. The nodes of their structures differ significan-
tly from engineering connections. Introducing these
strategies into the design of tall buildings will radically
change their performance and improve safety.
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Fig. 25. Emergence and Design Group, reconceptualization of WTC skyscrapers, 2003 — evolutionary development of genotype, a) evo-
lution of circle geometry into cylindrical helices, b) skyscraper form selected for phenotype development, c) cross-section;
source: Weinstock et al. 2004

Thanks to biological evolution, there are struc-
tures in nature that have a cylindrical morphology and
exhibit structural flexibility. These properties result from
the structure of their skin, which has no ribs or columns.
Natural evolution has provided several successful stra-
tegies for surface structures, including optimised sha-
pe morphology and the arrangement of components in
complex hierarchical systems to provide a path for mul-
tiple force vectors resulting from loading. The Emer-
gence and Design Group is investigating the possibility
of developing such surface structures on an architec-
tural scale, with structures that achieve their coherence
by organising simple components into diverse bundles
and weaves. The first results of this research were pre-
sented in projects inspired by the debate on the com-
petition for the reconstruction of the WTC twin towers
in New York.

The design of the new WTC towers began with
consideration of the geometric aspect. Geometry is the
essence of both natural and computational morphoge-
nesis [M. Weinstock et al. 2004, p. 40]. It provides data
on boundary constraints that inform the global configu-
ration of the developed form, as well as local rules and
principles of organisation and self-organisation during
morphogenesis. Preliminary research on general pat-
terns in natural systems suggested that a helix should

be chosen for this evolutionary experiment. In the phy-
sical world, helical spirals occur in dynamic configura-
tions at all scales. In living organisms, helical spirals are
found in the arrangement of protein molecules in DNA
and in the geometry of pine cones, sunflowers, and
broccoli. Xylem vessels in plants are slender tubes that
transport water and soluble substances from the roots
to the stem and leaves. Spiral bands of lignin reinforce
the xylem, and the spiral geometry allows the tubes to
elongate and grow. In artificial systems, spiral steel he-
lices could replace load-bearing structures, providing
tall buildings with stability and flexibility.

A steel pipe with a cross-section of 150 mm was
selected for work on the new support system, whose
bundles will mimic xylem vessels in biological systems,
and whose cross-section parameters will provide the
basis for developing a genotype in an artificial evolu-
tionary process. Imitating biological evolution requires
that the ‘seed’ (input) be sown first, i.e. the data on
the cross-section of the steel pipe, which will develop
in the information space. This space is a mathematical
‘environment’ defined by the urban planning restric-
tions contained in the WTC competition conditions
regarding the location and construction of high-rise
buildings. A single component obtained on the basis
of the pipe cross-section parameters rotated around
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the original centre allowed four sets of copies to be
generated. This resulted in the first generation, i.e.
a 60-metre double helix consisting of 10 pipe sections
arranged in two bundles. These bundles were deve-
loped by generating an internal counter-rotating layer
of pipes. To obtain the next generation, four sets were
again selected, each with its outer and inner group of
components, which developed in opposite rotations. In
subsequent generations, the inner and outer layers of
rods were arranged in quadrants between the bundles.
At this stage of evolution, the structure consists of 80
elements arranged in two concentric continuous lay-
ers. After simulating the effects of gravitational forces
on the global geometry, a population of diverse forms
was obtained, from which one form with an extended
base and top and slightly narrowed in the middle was
selected (Fig. 25b).

In architecture, there are no genes responsible
for the characteristics of a building. However, each bu-
ilding has a set of information that can be extracted. It
is in the structure of the building that instructions (be-
haviour patterns) are stored. This allows the building to
respond appropriately to environmental situations.

The development of the genotype continued
after the removal of the geometric principle of pa-
rallelism of structural surfaces adopted for the inner
and outer layers of the helices. This resulted in more

complex geometric relationships between the surfa-
ces, which evolved into curved surfaces with uneven
distances between them, and even intersections be-
tween individuals appeared. The components thus
moved to a higher level of structural organisation, in
which microstructures intersect, wrap around, con-
nect and disconnect. This complexity suggests that
the phenotype can force new spatial organisation
and structural possibilities. For example, floor slabs
will be able to be three-dimensionally articulated and
less symmetrical than in conventional tower structu-
res, and may even be volumetric [M. Weinstock et al.
2004, pp. 43-44].

The development of the phenotype was trigge-
red by exposing the geometry to virtual environmental
forces. During this process, twin forms are created,
their number increases, and aggregation occurs. The-
se forms increase structural capacity through load
sharing and distribution — not specialisation, but va-
riability within a single geometry population. The shell
(‘'skin’) of the structure was developed based on digi-
tal research and finite element analysis of the mosaic
geometry of the surface of the sugar apple (Annona
reticulata) fruit (Fig. 26a). The skin of this fruit must ma-
intain its structural integrity, resistant to the pressure of
the swelling material inside during ripening. All panels
have the same shape, but their size varies, and the

Fig. 26. Emergence and Design Group, reconceptualization of WT skyscrapers, 2003 — development of phenotype a) general
view, b) pneumatic active kinetic facade, c) structural mesh of kinetic cushions, d) scheme of air exchange in the building;
source: M.Weinstock et al. 2004
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tessellation results in a surprisingly small number of
changes required for complex double curvatures [We-
instock et al. 2004, pp. 43-44].

It has been assumed that the building envelope
is an integral structural system for panels, which act as
environmental regulators due to their efficient adaptive
capabilities. The differentiation of panel geometry fol-
lows a logic similar to that of helices — they all have the
same form and geometric logic, but their size varies
through a limited number of parametric changes. A few
parameter changes allow the panel shape to adapt to
the changing curvature and variable shape of the twi-
sted structure using a simple algorithm. The organisa-
tion of the structural interface, the connection between
the helices and the panel regions, is local. This mainta-
ins consistency between the different geometric hierar-
chies of the components and has the ability to adapt to
global changes in geometry.

Similar to the evolutionary phenotype, the ar-
chitectural phenotype conveys all the physical charac-
teristics of a building. The phenotype is not limited to
morphological characteristics, but also includes phy-
siological characteristics (e.g. heat transfer coefficient)
and functional characteristics (e.g. comfort).

The building’s facade has been designed as
a three-layer kinetic membrane activated by pressure
differences in the capillary system of pneumatic actu-
ator cells, which are located between the inner, middle
and outer membranes. Pressure differences in the ca-
pillary layers cause a change in geometry from convex
to concave. Alternating changes in the geometry of the
lower and upper halves of the panel regulate air ven-
tilation and direct light transmission (Fig. 26b—c). The
photovoltaic cells printed on the membranes will store
and manage the energy needed to maintain this system
locally. There is therefore no need for a central energy
source, which increases the reliability and efficiency of
the system and reduces production and maintenan-
ce costs [M. Weinstock et al. 2004, p. 44]. The build-
ing’s fagade has been designed as a three-layer kine-
tic membrane activated by pressure differences in the
capillary system of pneumatic actuator cells, which are
located between the inner, middle and outer membra-
nes. Pressure differences in the capillary layers cause
a change in geometry from convex to concave. Alter-
nating changes in the geometry of the lower and upper
halves of the panel regulate air ventilation and direct
light transmission (Fig. 26b—c). The photovoltaic cells

printed on the membranes will store and manage the
energy needed to maintain this system locally. There is
therefore no need for a central energy source, which
increases the reliability and efficiency of the system and
reduces production and maintenance costs.

The examples presented demonstrate that
evolutionary algorithms and genetic algorithms have
promising applications in architecture. However, their
use requires the removal of limitations inherent in ty-
pology-based design methodologies, which exclude
a wide range of potentially more effective and better
design options. The dynamics of biological evolution
suggest ways of continuously expanding the design
space towards new and unexplored possibilities that
could potentially be included in a new set of typologies
that would still meet existing constraints. Thus, in archi-
tecture, evolutionary processes are more relevant as
exploratory processes than as optimisation tools.

4.4, Swarm intelligence (Sl) and agent-based
modelling (ABM)

Agent systems, also known as swarm intel-
ligence, is one of the techniques of computational
intelligence1 [J. Kennedy et al. 2001]. It fits into the
broader concept of multi-agent systems [M. Wool-
dridge 2001]. Such systems, which are distributed
by design, solve the task at hand by utilising the
cooperation and communication of agents — indi-
viduals placed and operating in a certain environ-
ment, endowed with the ability to monitor their own
condition and that of their surroundings, memory,
communication and decision-making. Swarm intel-
ligence, whose history dates back to the 1990s, is
based on modelling the social behaviour of specific
species of living organisms, with individuals of a gi-
ven species serving as prototypes for agents. This
technique was created by simulating the collective
intelligent behaviour of groups of insects or animals,
such as flocks of birds, colonies of ants, schools of
fish, and swarms of bees [P. Coates 2000]. The mo-
delling process is usually simplified, and the agent
is characterised by a small number of strictly utili-
tarian and mathematically primitive properties and
abilities.

Swarmintelligence systems exhibit characteristic
mechanisms such as herd behaviour, self-organisation
of populations and decentralisation of decision-making
centres. These mechanisms give the group’s decisions

" Computational intelligence is a rapidly developing branch of technical sciences. It is a subset of artificial intelligence, and the mathema-
tical apparatus used belongs to the field of soft computing. See: J. Kennedy, R. Eberhart, Y. Shi, Swarm Intelligence, Morgan Kaufmann

Publishers, 2001.
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a global character, leaving the agent with localisation
and simplicity of decision-making. Millonas’ research
has identified five characteristics specific to swarm in-
telligence systems:

proximity principle — an agent’s field of perception
is strictly limited;

quality principle — agents are guided by an as-
sessment of adaptation to the environment;
principle of diverse response — the agent’s re-
sponse is clearly directed, but not deterministic
(element of randomness);

principle of stability — the agent and the population
are characterized by a certain inertia in action;
principle of adaptability — the population reacts to
the appearance of changes in the environment
[M.M. Millonas 1994].

The main and most widespread metaheuristics
of swarm intelligence are two algorithms called ACO:
ant colony optimization [M. Dorigo & T. Stltzle 2004]
and PSO, particle swarm optimization [J. Kennedy et
al. 2001].

Ant algorithms are based on earlier research into
the mechanisms of organisation and communication
of experiences in ant and termite colonies using stig-
mergy — leaving chemical traces (pheromones) in the
environment. On this basis, a number of graph-based
metaheuristics variants have been formulated, in which
agents — virtual ants — based on primitive perceptual

abilities, complete solutions to optimisation problems,
perform a simple evaluation of them, and then upda-
te the degree of pheromone saturation of the compo-
nents of the achieved solution. PSO techniques dating
back to 1995 mimic selected aspects of the herd beha-
viour exhibited by certain animal species (e.g. schools
of fish, flocks of birds, swarms of insects, etc.). They
place a swarm of particle points in a multidimensional
problem feature space, assign them random initial ve-
locities, and then, using (a) particle inertia elements, (b)
individual memory mechanisms, and (c) social swarm
mechanisms, set the individuals in motion to search for
the global optimum for the adopted objective function.
These rules, together with the adopted neighbourhood
relations within the community, make PSO well suited
to Millonas’ five principles [M.M. Millonas 1994].

In 1989, swarm intelligence (Sl) was first introduced in
robotic systems, where it describes emerging collec-
tive behaviours. Contemporary applications also con-
cern the behaviours of human communities.

Among other swarm intelligence techniques
that became widespread in later years, the following
are worth mentioning: ABC, artificial bee colony [D. Ka-
raboga & B. Basturk 2008] or BA, bat algorithm [X.S.
Yang 2019], but also systems modelling selected bo-
dily functions, e.g. AlS, artificial immune systems [J.D.
Farmer 1986] or those based on group behaviour [L.B.
Rosenberg 2015].
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Fig. 27. Swarm diagram. The arrows represent the index of each agent, the dashed lines their nearest neighbors;
source: Karaboga & Basturk 2008

ARCHITECTURAE ET ARTIBUS - vol.17 - 1(63)/2025

33



K. JANUSZKIEWICZ, N. PASZKOWSKA-KACZMAREK

Algorithms based on swarm intelligence are
characterised by high flexibility in application in almost
all fields of science and high effectiveness in solving
complex problems for which classical methods do not
provide an effective solution. Computational intelligen-
ce is used wherever automatic inference is needed and
the amount of data (premises) makes it difficult to make
decisions or formulate strictly deterministic relationships
between phenomena and their consequences. Cho-
osing the right algorithm is a key step in the problem-
solving process. Algorithms based on the structure of
computational evolution (CE) and swarm intelligence
(SI) are often classified as metaheuristic algorithms and
are widely used in engineering problems.

Algorithms based on swarm intelligence are
characterised by high flexibility in application in almost
all fields of science and high effectiveness in solving
complex problems for which classical methods do not
provide an effective solution. Computational intelligen-
ce is used wherever automatic inference is needed
and the amount of data (premises) makes it difficult
to make decisions or formulate strictly deterministic
relationships between phenomena and their conse-
guences. Choosing the right algorithm is a key step
in the problem-solving process. Algorithms based
on the structure of computational evolution (CE) and
swarm intelligence (Sl) are often classified as meta-
heuristic algorithms and are widely used in engineering
problems.

Agent Interactions with
Other Agents

Agent
Attributes:
Static: name....
Dynamic: memory, resources, neighbars, ...
Methods:
Behaviors
Behaviors that modify behaviors
Update rules for dynamic attributes

Agent Interactions with
the Environment

Fig. 28. Typical agent — diagram algorithm;
source: Ligmann-Zielinska & Sun 2010

The process of creating Swarm Intelligence uses
a population of individuals with a constant ability (size)
to search across generations, and in each generation,
the results of individual individuals are evaluated in or-
der to adjust the search strategy for the next generation
without any selection operations on individuals. This is
the main difference between evolutionary computa-
tional methods (EC) and swarm intelligence methods
[J. Kennedy et al. 2001]. Self-organisation strategies
and independent work by each individual to solve pro-
blems are two important features of swarm intelligence
methods. The self-organisation strategy leads to the
creation of a system of units that respond individually
to local stimulation and can work together to perform
a global task; and an independent ‘working group’ le-
ads to the avoidance of centralised supervision [J. Ken-
nedy et al. 2001]. It is precisely these characteristics
that enable the simulation of the collective behaviour of
groups of insects or animals in nature [X.S. Yang & M.
Karamanoglu 2013, p. 12].

Agent-based modelling and simulation (ABMS)
is a relatively new approach to modelling complex sys-
tems consisting of interacting, autonomous “agents”
[P. Coates & R. Thum 2000]. Agent models are digital
representations of systems composed of elements and
objects located in a shared environment. Agents inte-
ract with each other and their environment and strive
to achieve their intended goals. They are able to make
decisions about what actions to take in order to achie-
ve their goals [A.Ligmann-Zielinska & L. Sun 2010].
They also have decision rules that drive their actions.
Agents have behaviours described by simple rules and
interactions with other agents, which in turn influence
their behaviours. By modelling each agent individually,
a full diversity of agents in terms of their attributes and
behaviours is observed, as this results in the behaviour
of the system as a whole.

Agents can represent animate and inanimate
elements. They can also be grouped into larger units
in the model and can be mobile. They can also have
a simplified structure, in which case they are called
weak agents, or be designed in such a way that during
simulation they will gain experience and learn using
artificial intelligence. In this case, they are referred to
as strong agents in the model. When modelling sys-
tems from scratch — agent by agent and interaction by
interaction — self-organisation can often be observed
in such models. Patterns, structures and behaviours
emerge that have not been explicitly programmed into
the models, but arise as a result of agent interaction.
Agent systems are a way of modelling complex sys-
tems. The agent that forms the basis of the system is
an element endowed with characteristics that deter-
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mine its behaviour. These characteristics can be both
simple decision-making processes (e.g. if X is less than
a given distance from vy, then..) and more complex
adaptive processes of artificial intelligence, adapting to
a given context at a selected moment in the simulation.
The nature of agents implies their active character, as
opposed to the passive character of PSO particle mo-
dels in the case of physical phenomenon simulations.
The agent makes decisions using only the information
it is able to ‘observe’, i.e. only local data (e.g. distance
to the boundary) influences the agent. Thanks to this
assumption, emergent phenomena can be observed,
but this is only possible when operating with an entire
‘swarm’ of agents [P. Coates & R. Thum 2000].

Swarm intelligence (Sl) as a branch of science
is in its early stages of development, which is proce-
eding in a scattered manner. Among its most common
applications are optimisation issues, data clustering,
classification, and assistance in learning heuristic tools.
Swarm intelligence algorithms appear sporadically in
image processing as auxiliary procedures, e.g. in clas-
sification or decision support, often in combination with
other computational intelligence techniques.

Architectural interpretation

The spectrum of applications for Swarm Intelli-
gence (Sl) systems is broad and covers many fields and
disciplines. Although swarm behaviour has no direct
reference to architecture and its design, its computer
simulations, combined with other generative techniqu-
es, are used both to optimise and create architectural
forms. They provide active support in solving complex
design problems and in the search for new structural
and spatial manifestations that may have practical ap-
plications.

Architects have at their disposal modelling ba-
sed on swarm intelligence algorithms and agent-based
simulation modelling. Both approaches can overlap in
the pursuit of new, efficient architectural objects. From
an architectural point of view, swarms define physical
space with their presence, which can change dynami-
cally. The complex choreography that develops thro-

ugh the movement of the swarm is an example of the
emergence of collective behaviour. The resulting order
is not imposed from above, but emerges from the bot-
tom-up interaction of agents, leading to a range of ge-
nerative strategies in architectural design.

Flocks of birds and schools of fish can be simu-
lated using digital animation tools and then replicated
using various types of elements. It is also possible to
visually test what kind of space can be achieved. This
has been possible since 1986, when Craig Reynolds
developed the Boids programme, which simulates the
behaviour of birds in flocks. (Fig. 29). As with most ar-
tificial life simulations, Boids is an example of emergent
behaviour simulation; this means that the complexity
of the birds’ behaviour results from the interaction of
individual agents (here Boids) following a set of simple
rules. The rules applied in the world of Boids are three
basic principles of swarm behaviour: separation, align-
ment and cohesion [C.W. Reynolds 1987, p. 26].

Each individual in a swarm population, treated
as a point in space, determines the structure of that
space, which can be formalised. By connecting these
points, it is possible to test new, constantly changing
relationships and interactions, influencing the structure
of both the space and its components. Nature shows
us that by creating closed-loop systems among large
groups of independent agents, a high level of intelligen-
ce can emerge that exceeds the capabilities of indivi-
dual participants.

The architectural space can also be treated
as modular, as a cube controlled by eight points of
a swarm. The form would change depending on the
movement of these points. Simple translation, rotation
and manipulation relative to the xyz axes can generate
a complex transformation system. Active connections
enable a simple module to construct different geome-
tries [Y. Chen 2018, p. 63] (Fig. 31). Swarm modular
can generate a basic framework for architectural form.
Particles, based on simple rules, like birds or insects,
will swarm around to generate form. This aspect pu-
shes the boundaries of the designer’s imagination to-
wards unpredictable configurations of elements that

Fig. 29. 2D simulations of bird behavior made in Boilds program (red points are attractors); source: Chen 2018
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Fig. 31. Yuxing Chen, Modular Space Transformation by 8 Swarm Points; source: Chen 2018
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Fig. 32. Yuxing Chen, simulation of component behavior made in Boilds program; source: Chen 2018

may be useful for changing typologies in architecture
and structural engineering.

If a swarm were perceived as the movement of
particles, connections could be constructed through
these particles or between their different paths. It wo-
uld be a system similar to a structure. Then, instead
of a static space defined by heavy building structures,
the space created by the swarm could be constructed
from natural materials, components of various sizes
(Fig. 32).

The ‘Uchronia’ pavilion is a temporary structu-
re built from wood waste accumulated at a Canadian
sawmill. It is 15 metres high, 61 metres long and 30.5
metres wide. It was made from elements with a cross-

section of 5 x 7.6 cm and a length of 2.43 to 3 metres.
A total of 161 kilometres of wood and one million nails
were used in its construction.

Swarm intelligence allows architects to under-
stand the role of agents in the generative design pro-
cess and the fundamental relationship between swarm
behaviour, human activity, urban planning, tectonics
and the nature of the universe. The aim is to study and
utilise swarm intelligence to improve design efficiency
on many scales.

In agent-based modelling (ABM), the environ-
ment in which agents operate is a passive element of
the model. It can represent the natural environment,
geographical space, and, importantly for architecture,

Fig. 33. Arne Quinze (Quize&Milan), “Uchronia” Pavilion, Burning Man Festival, Death Valley, USA, 2006; source: Chen 2018
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architectural space or design space. In this case, the
agent model is referred to as spatially explicit. Space,
not only architectural space, is described in agent mo-
dels using digital spatial data. Thus, the environment
in which agents operate is the space in which agents
take all actions. Depending on how the operating envi-
ronment is defined, the agents’ environment can be
understood as a given distance from them, the neigh-
bourhood of cells in a raster layer, or the number of
snakes in a defined vector network.

The attributes and behaviours of agents can be
freely changed, and the resulting consequences are
analysed. This feature of agent models makes them
useful for analysing problems on different spatial and
temporal scales and at different levels of organisation
[D.G. Brown 2006, pp. 7-13]. An agent model represents
a selected system and explains how that system works.
It represents the processes that occur in the environ-
ment covered by the design and allows experiments to
be carried out repeatedly, using different parameters,
without any damage to the system under study.

Both agents and the decisions they make usu-
ally have a spatial reference, hence the connection
between ABM and architectural design seems to be
a natural consequence of the methodological and me-
thodological development of both techniques. There
are many software packages and tools for creating
agent models, varying in complexity, that allow for in-
dependent construction or editing of ready-made mo-
dels. Depending on the user’s level of advancement,
knowledge and skills, programming a model can be

somewhat challenging, especially in the initial stage,
when many properties of the model elements need
to be defined. The question remains open as to when
agent-based modelling should be used in the design
process, when it will be justified and useful.

An example is the method of optimising sunli-
ght exposure in a tall building, which integrates NURBS
geometry (CAD), genetic optimisation algorithms (GA)
and a hierarchical agent system to control the buildin-
g’s geometry [K. Yi & H.Kim 2015] (Fig. 34). First, the
generated random values were entered into a hierar-
chical system of agents (represented by four points and
a central reference point) placed in a CAD model. The
geometric layout of the building segments immediately
changed according to the entered values, and the si-
mulation tool indicated how many directions there were
from which the sun’s path would ensure the desired
amount of sunlight exposure for the segments. The va-
lues obtained are then evaluated in relation to the mini-
mum and maximum sunlight exposure during the year.
Once the value of the objective function for the current
position of the building segment has been found, an
assessment is made as to whether this value is satis-
factory. If it is not, then the geometry point agents (at
the four corners) pass their values on for reproduction.
The usefulness of the point agent (individually) is taken
into account to decide on the method of reproduction.
Typically, a point agent with better performance (bet-
ter efficiency) will adapt better to the new generation
than a point agent with lower performance. Part of the
initial population is replaced by a new population thro-
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Fig. 34. Optimization of the segment layout of the object due to solar radiation using a hierarchical agent system;
source: K. Yi & H. Kim 2015
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Fig. 35. Greg Lynn, Port Authority Triple Bridge Gateway, 1994; source: Jencks 1995

ugh the crossing of surviving individuals and random
mutations to prevent local optimisation. This process is
called ‘reproduction’ of the initial population and leads
to the evolution of a population that is better adapted
to the environment than the previous generation. The
reproduced offspring includes a new individual with the
desired variable values (new agent point value), which
is transferred to the building model in the CAD file. This
updates the building layout model, and the simulation
programme generates the next generations of values
(through successive iterations), which are evaluated in
terms of performance. This process will continue until
the objective function value is met, i.e. values are found
for the geometry that ensures optimal sunlight condi-
tions for the building throughout the year.

Agent-based modelling has various areas of
application in architecture. It is most often treated as
a potential tool supporting the design process, impro-
ving the quality of functional, structural, operational and
environmental solutions, as well as in the creation of
innovative building systems based on the principles of
self-organisation. In architectural applications, swarm
intelligence offers high potential for efficiency in solving
problems that are tailored to the task at hand.

The most widely used is the multi-agent design
environment ‘protoSWARM’, which was developed for
a long time without being given a specific name and

was often referred to as a ‘swarm tool’ [T. Jaskiewicz
2013, p. 207]. lts origins date back to the late 1980s,
and its applications did not concern architecture. Ne-
vertheless, Greg Lynn used elements of this environ-
ment in his competition design for the Port Authority
Triple Bridge Gateway (1994) to simulate passenger
traffic at one of New York’s transfer stations (Fig. 35).

Greg Lynn’s competition entry was the first ar-
chitectural design in history to use a swarm of active
particles to generate form, imaging the flow of station
users and animation software. The traffic intensity va-
lues represented by these particles were rendered as
spheres, while the directions of pedestrian flow were
generated as ‘force lines’. Then, using Wavefront so-
ftware, these spheres moved with their assigned spe-
ed index, illustrating the flow of human streams. This
simulation allowed decisions to be made regarding
the desired capacity and load of the designed bridge,
which also influenced its shape (Fig. 35). Undoubtedly,
Lynn’s experiments with particle flow contributed to the
development and implementation in 2001 of the ‘pro-
toSWARM’ design environment at UT Delft by a team
led by Kas Oosterhuis.

The first version of ‘protoSWARM’ was develo-
ped in 2001-2002 for the Protospace Demo 1.2 project.
Later, variants of this programme were used in several
ONL projects?. The aim of protoSWARM was to provi-

2 his refers in particular to projects such as: the Salzburg National Park Centre SNCP (2005), Manhal Oasis in Abu Dhabi (2006), Automotive
City in Abu Dhabi (2007), Paracity, Muscle Fasade, Leafs portal and others.
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de an open, extensible and easy-to-use virtual environ-
ment in which designers with diverse knowledge could
programme autonomous virtual agents corresponding
to the project components they were dealing with, and
then develop and virtually implement complex, multi-
agent systems as aggregations of these agents [T. Jas-
kiewicz 2013, p. 207].

The competition design for the National Park
Centre in Salzburg (2005) was initiated by a single vir-
tual agent. This agent represented the collection of all
functional spaces of the designed building. It also in-
cluded all the restrictions and functional rules of the
programme resulting from the competition conditions.
This agent was then divided into specific functional clu-
sters and ultimately into individual spaces. Over a hun-
dred separate building spaces were created, each re-
presented by an agent whose main parameters were

recalculation of global parameters, such as the total
area or the sum of the volumes of all cells, allowed for
local changes to these values, while maintaining strict
control over the overall vision of the design and its fe-
asibility [T. Jaskiewicz 2013, p. 207].

The development of the Automotive Complex
project in Abu Dhabi (2007) followed the same design
methodology as the National Park Centre in Salzburg,
using the same virtual design environment, ‘proto-
SWARM'. However, the size of the project was appro-
ximately 800 times larger. The functional programme
and areas were not precisely defined by the client.
Therefore, based on estimated calculations, the global
floor area was assigned to the first agent, then divided
into individual functions and assigned to subsequent
programme agents (from 1,000 to 13,000 m2) in an
ordered Fibonacci sequence. Parameters were also

Fig. 36. ONL (Oosterhuis, Lénard), Automotive City in Abu Dhabi, 2007 — distribution of functional and spatial units in the protoSWARM
virtual environment and the physical model; source: T. Jaskiewicz 2013

area and location. Each agent was locally aware of its
properties. It also knew which spaces it should be di-
rectly and indirectly connected to and had the ability to
ask individual spaces about their parameters. The pro-
grammed behaviour in individual cells of the functional
programme had simple rules and was adjusted during
the design process. Each agent had to avoid collisions
with other agents. Connections between cells were
created top-down. Spatial attractors such as points
and lines were also introduced into the system to repel
or attract all or only selected cells to specific areas of
the plan. Through these attractors, designers could im-
pose additional, subjectively defined constraints. The

assigned: type of function, floor area, number of flo-
ors, average floor height, orientations, proportions, as
well as additional parameters defining the shape and
connections with other elements of the programme.
The aim of this project was to achieve high quality and
efficiency as well as flexible spatial organisation. The
designed building was to be a landmark for aircraft lan-
ding at Abu Dhabi International Airport. The organisa-
tional principles were once again introduced in the form
of ‘lines of force’, where individual lines were treated
as agents in the system. The power lines played more
than just an aesthetic role here. They served as guide-
lines for the form of the building and defined internal
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roads for cars and pedestrians. They acted as curvili-
near repellents for the programme agents. In this way,
their orientation was always tangent to the lines of for-
ce, which made it possible to combine the functions of
the building. Interaction with the agents was most often
performed directly by the designers. The resulting ar-
rangement of spatial units was covered with a wrinkled
coating reminiscent of the shape of the desert sand [T.
Jaskiewicz 2013, p. 169-170] (Fig. 36).

The above examples show how it is possible to
imitate a swarm using simple local actions and interac-
tions between agents in a functional programme. Al-
though the individual rules and behaviours were simple,
the system as a whole showed a high degree of ada-
ptability. After changing the parameters, the entire sys-
tem would reconfigure itself, resulting in an unexpected
spatial organisation. However, this organisation would
always remain a logical result of predetermined rules
and constraints, guaranteeing its proper functioning. If,
however, the distribution of the functional programme
resulting from its decentralised behaviour were com-
pletely emergent and unpredictable, the attractors and
relationships between selected cells would be used to
restore the system to a stable state, adding determini-
stic features and imposing constraints so that its ope-
ration remains within the selected development scena-
rios and overall design vision.

An important issue in the design of architectu-
ral objects is the distinction and relationship between
internal (concave) and external (convex) space. In this
respect, data-driven Al and ABM generation techniqu-
es can be seen as an innovative and synthetic way of
mediating between them.

Sl and ABM are based on a potentially unlimited
number of movement processes that define the emer-
gence of boundaries between the interior and exterior
only during the simulation. Their synthetic nature is ba-
sed on a basic algorithmic structure that defines ne-
ighbourhoods among all kinds of objects. In this case,
space as such no longer needs to be organised or con-
stituted by a geometric grid, but generates itself from
multiple local interactions of point clouds or particle
swarms. Individual units, architectural objects of va-
rious sizes, their interiors and exteriors, and the urban
fabric of the landscapes in which they are located can
be initially modelled on the same algorithmic principle
of autonomous neighbourhood interaction according
to simple rules. The resulting ‘wild’” architectures, as
Kas Oosterhuis calls them, can be made visible and
manipulable with the help of advanced computer gra-
phics (CGl). As a result, Al and ABM generate a range
of possible options for future states of buildings, traffic
flows or urban spaces that may arise under changing

environmental influences. This makes it possible to
compare existing configurations with those possible in
the future [S. Vehlken 2014, p. 12].

Urban design is moving away from mapping
the movement of swarm agents in order to generate
an optimal urban plan. The aim is to develop a flexible
system that embodies self-organising collective urban
intelligence [N. Leach 2009; L.B. Rosenberg 2015, p.
259]. There are many ways to model swarm intelligen-
ce within computational techniques. Manuel Del.anda
presented an agent-based model of behaviour that can
be developed to understand decision-making proces-
ses in a real city. These factors should be seen as spe-
cific, individual entities rather than abstract entities that
embody the collective intelligence of the entire society
[M. DeLanda 2011]. Nota bene, DelLanda’s research is
based on institutional organisations rather than urban
planning. However, it envisages the development of
a model of intelligent agents capable of making their
own decisions and influencing others in their decision-
making in order to generate urban fabric.

The term ‘swarm urbanism’ is often used in de-
sign circles. It refers to the ‘swarm effect,” in which the
urban grid is transformed parametrically using digital
tools or Frei Otto’s analogue form-finding technique.
Such techniques, while producing interesting results,
are limited by topological constraints (as in the case
of morphodynamic networks) or geometric constraints
(as in the case of Frei Otto’s form-finding) and cannot
produce qualitative shifts in form and space beyond
these systems.

A behavioural understanding of urban topolo-
gy and geometry is an unguestionable advantage of
‘swarm urbanism’. This is made possible by an emer-
ging system of collective intelligence, in which individual
agents with built-in intelligence respond to each other,
producing results with different justifications. Between
2010 and 2015, the Kokkugia team began experimen-
ting with a multi-agent urban fabric design tool.

Kokkugii implemented this technique at the ma-
cro level for the Melbourne Docklands urban regenera-
tion project, focusing on extending the Central Business
District into the unused harbour area, and expanded it
to the micro level at the level of actual building design,
as they had previously done for the Taipei Art Centre.
In their urban design projects with swarms, Kokkugia’s
concern is not to simulate actual populations (people
or institutions) or their occupations, but to develop pro-
cesses operating at much higher levels of abstraction,
which involve instilling design intentions into a set of au-
tonomous agents capable of self-organising emerging
intelligent urban forms. The urban design methodology
developed does not aim to find a single optimal solu-
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tion, but rather a dynamically stable state that results
from the instability of the relationships that create it [S.
Vehlken 2014].

The application of swarm logic in urban planning
allows us to move away from the concept of a master
plan in favour of an algorithm as the main tool for urban
design. This changes the concept of urban design from
a sequential set of decisions (with a reduction in scale
to a simultaneous process) in which micro or local de-
cisions interact to create a complex urban system. In-
stead of designing an urban plan that meets a specific
set of criteria, urban imperatives are programmed into
a set of agents capable of self-organisation.

Architectural and urban design can benefit from
the algorithmic logic of Swarm Intelligence (Sl) and
Agent-Based Modelling (ABM) and Simulation in the
following ways:

e This type of software expands the possibilities
for handling and optimising the complex inter-
action of various input variables for design and
construction processes. It integrates the levels of
individual particle movements (simulated people,
traffic, wind, etc.) both at the mesoscale (individ-
ual objects) and at the global level of the urban
fabric.

e Teams of agents (if properly tuned) will organise
themselves into a series of potentially interesting
or desirable forms in recurring cycles of multiple
scenarios, thereby changing the understanding
of design and implementation processes. From
this perspective, architecture will be based pri-
marily on movements. Furthermore, such a ge-
neration of forms develops in a way that would
not be understandable without media-technolog-
ical means of agent-based computer simulation.

e Sland ABM introduce a new kind of futurology to
architecture. Through computer experiments in
ABM software, many different scenarios can be
tested and evaluated, offering insight into a vari-
ety of desirable futures.

e The design process incorporates both mimetic
(zoo-technological) and posthumanistic ele-
ments. It combines traditional (human) cultural
practices of architectural design with innovative
media technologies.

e |t is becoming possible to add an increasing
number of elements to ABM, which allows for the
smooth synthesis of many ideas or the communi-
cation of opinions from customers or future users
during the ongoing design process.

Sl and ABM help to configure environments that
are increasingly faced with the task of organising hi-
ghly advanced and interconnected systems, as well

as modelling complex correlations. They can be used
wherever there are ‘disturbed conditions’, wherever
imprecisely defined problems arise, wherever system
parameters are constantly changing, and wherever
solution strategies become vaguely complex. Swarm
intelligence offers an alternative way of designing ‘intel-
ligent’ systems in which autonomy, emergence and di-
stributed functioning replace control, pre-programming
and centralisation [S. Vehlken 2014, p. 12]. Thanks to
this access, Al is deeply penetrating various fields of
science and culture. Al and ABM are used in economic
simulations and models of financial markets, social be-
haviour, crowd evacuation and panic studies. They have
become indispensable in epidemiology, logical system
optimisation and transport planning. They are used in
telecommunications and network technologies, as well
as to improve image and pattern recognition. They are
a component of some climate models and multi-rotor
systems; they play a role in mathematical optimisation
and, above all, in the design of not only architectural
objects. [L.B. Rosenberg 2015, p. 612]. Sl and ABM are
new cultural techniques because they approach com-
plex organisational problems using artificial populations
of agents and their behaviour over time. In architecture,
this poses new challenges for future generations.

5. MORPHOGENETIC COMPUTER TOOLS THAT
HELP IMITATE THE GEOMETRY OF NATURE
IN ARCHITECTURAL DESIGN

Generative tools that imitate the geometry of
Nature are understood here as a set of techniques for
transforming and modifying the initial shape, which lead
to obtaining an increasingly complex shape or pattern
or its description. These tools were not inspired by ob-
servations of Nature, but were developed as a result of
exploration in the field of mathematics and geometry.

Geometry, like arithmetic, is one of the oldest
sciences. Like other branches of mathematics, geome-
try has evolved from the study of shapes familiar from
everyday life to the study of infinitely dimensional abs-
tract mathematical spaces. The primary goal of both
geometry and mathematics is to discover patterns and
create them through activities specific to these disci-
plines. This has led to the development of generative
techniques for producing geometric patterns that may
or may not imitate or describe patterns and forms fo-
und in nature.

We consider techniques that are used in archi-
tectural design and serve both to generate form, shape
and structure, but also to tessellate geometrically com-
plex surfaces, or are a tool supporting the solving of
problems related to optimisation and efficiency. These
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are primarily techniques such as: Shape Grammars,
Voronoi Diagrams, fractal geometries.

5.1. Grammars of Form

Shape grammars originate from analytical geo-
metry, where the use of formal notation made it possi-
ble to define all kinds of objects (including non-geome-
tric ones) and their transformations.

Shape Grammars, first described by Georg Sti-
ny and James Gips in 1971, were developed for the
purposes of painting and sculpture. [G. Stiny & J. Gips
1972]. It is a set of transformations and modifications
made to the initial shape, which lead to the creation of
increasingly complex forms (Fig. 37). Transformations
can be applied to one selected element or to all ele-
ments simultaneously (parallel process) — however, the-
se two techniques can lead to divergent results. Shape
grammar is the first generative system aimed at design.
Five years later, Stiny’s next text, Two Exercises in For-
mal Composition, became the basis for many applica-
tions of shape grammar in architecture [G. Stiny 1976].

The concept of introducing grammar into art
and design refers to the analogy between ‘visual lan-

guage’ and ‘natural language’. The role of grammar
in natural language is to independently facilitate the
communication of meaning by providing structure and
organisation. The universal principles of natural lan-
guage were put forward by Noam Chomsky in 1957.
His theory of transformational grammar was based on
a system of internalised rules capable of generating
an infinite number of grammatical sentences. In lingu-
istics, for generative grammarians, grammar refers to
the entire system of structural relations in language,
understood as a set of rules for generating senten-
ces. This idea of transformational generative grammar
emerged with the use of computers to analyse natural
language, focusing on formalistic approaches M. Oz-
kar & G. Stiny 2009].

Shape grammars are therefore an example of
generative systems based on the linguistic model,
hence their name. This makes it possible to use ru-
les to determine the process of generating graphically
expressed words of a language constructed from an
alphabet composed of symbols. Shape grammars al-
low for the generative imitation of patterns found in Na-
ture’s creations.
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Fig. 37. George Stiny, generation of the shape using the L language (SG 1) and execution of this shape with acrylic paints on canvas in
four colors, 1970; source: G. Stiny & J. Gips 1972

ARCHITECTURAE ET ARTIBUS - vol.17 - 1(63)/2025 43



K. JANUSZKIEWICZ, N. PASZKOWSKA-KACZMAREK

Single rule 20 shape grammar

v

Single rule 20 shape grammar

Fig. 38. Shape grammars. 2D representations of systems according to the adopted rules (Basic Grammars Il);
source: B. Tepavcevi¢ & V.Stojakovi¢ 2012

Shape grammars are a specific class of system
based on artificial intelligence expert rules that gene-
rate geometric shapes. A shape grammar consists of
shape rules and a generation engine that selects and
processes the rules recursively, starting from the initial
shape. The rules are used to determine how individual
shapes are transformed and to describe the transfor-
mation process. Changes can be made to any element
of the set that meets the conditions required by a given
transformation (e.g. for obvious reasons, a circle cannot
have a corner removed in the same way as a square).
These rules are based on geometric transformations,
i.e. translation, scaling, rotation, and reflection, which
allow one shape to be part of another (Fig. 38).

A characteristic feature of Shape Grammar is
that a finite set of rules and shapes can generate an
infinite number of design solutions. Furthermore, it can
serve as an analytical tool for decomposing complex
shapes and as a synthesis tool, generating complex
forms starting from a simple shape [K. Januszkiewicz
2012b, p. 48].

Architectural interpretation

The application of shape grammar in architectu-
ral theory and design has a history spanning over for-
ty years. Shape grammar was adopted in architecture
schools long before the development of conventional
CAAD (computer-aided architectural design) drawing
tools. Despite its popularity in academic circles, sha-
pe grammar has not found a place or application in

computer-aided architectural design. Nevertheless,
this tool has often been proposed as a support tech-
nique for architectural designers [A.McKay et al. 2012,
pp. 143-144].

Shape grammar was treated as a type of forma-
lism representing visual and even spatial thinking, and
the term ‘shape grammar’ was applied to the grammar
of visual design. In this sense, shape grammar repre-
sents a philosophy of looking at the world, not through
learned or imposed decompositions, but through tho-
se that have practical significance at a given moment
[B.Tepavcevic¢ & V. Stojakovi¢ 2012, p. 171]. It should be
emphasised that the spatial aspect of shape grammar
was crucial for its implementation in contemporary ar-
chitectural theory and design.

Some architects found the analogy between tra-
ditional grammar (linguistics) on the one hand and the
language of geometric transformation of architectural
elements on the other hand appealing. Peter Eisenman
was one of the first architects to explore the applica-
tion of generative grammar in architecture inspired by
Chomsky’s theory of linguistics. Generative grammar
was the theoretical framework for a series of house de-
signs created in the late 1960s and early 1970s. The
grammar of shapes was also used in research into new
aesthetics generated by computational algorithms. In
1969, Harvard University opened the first computer lab
equipped with IBM hardware, which allowed shapes to
be drawn on the monitor screen relative to the x and y
axes using a light pen [D. Kurmann 2010, p. 10]. Soon,
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the first version of the Top Down programme based on
George Stiny’s Shape Grammars was created.

Harvard University was the first in the United Sta-
tes to introduce the requirement to know the TopDown
programme in architecture schools. The programme
was written at UCLA by Robin Ligget and William Mit-
chell in 1987-1988 and was aimed at architects. It was
inspired, in part, by Shape Grammars and, above all,
by the then existing methodology of teaching design
through programming. TopDown provided a visual and
dynamic way of linking design changes with changes in
the dimensions of compositional motifs [B. Tepavcevic
& V. Stojakovi¢ 2012, p. 173] (Fig. 39).

Until the last decade of the 20th century, shape
grammars were developed as analytical tools. Thanks
to their initial applications, they became an established
paradigm in computational design theory.

The first analytical studies using Shape Gram-
mars were conducted by Stiny and published in 1977,
and concerned traditional forms in Chinese architec-
ture [G. Stiny 1977]. This research established new
analytical standards for examining architectural form.
The following year, Stiny and Mitchell published a work
entitled The Palladian Grammar, which initiated rese-
arch into style in architecture using the grammar of
form [G. Stiny & W.J. Mitchell 1978]. They proved that
by defining rules for shape grammar, Palladio’s system
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of proportions and ‘architectural language’ could be
transformed into a modern ‘generative form’.

In historical architecture research, Shape Gram-
mar has proven to be a useful tool not only for model-
ling buildings with historical and geometric accuracy,
but also for building qualitatively correct models that
define complex relationships between architectural ele-
ments. In this sense, analytical grammar can serve as
a platform for studying architectural typology at more
complex levels, which cannot be carried out without
the appropriate computing resources. With the deve-
lopment of information technology, Grammar of Form
is being transformed from an analytical tool into a ge-
nerative design tool.

In the early 1990s, Shape Grammars were used
to teach architectural composition. Architecture stu-
dents at MIT, Harvard, UCLA, and Yale used Shape
Grammars to learn the design language of selected bu-
ildings and, based on this, make modifications to ge-
nerate their own new design concepts. In subsequent
years, Shape Grammars have been used for generative
design in research projects at MIT. Birgul Colakoglu,
Jose Duarte, and Lawrence Sass have made notable
contributions to the use of Shape Grammars as a ge-
nerative tool for designing houses [B. TepavCevi¢ & V.
Stojakovi¢ 2012, p. 174]. These tools were used, among
others, by Alvaro Siza to create his own house models.
Based on them, and especially on the models of ho-
uses in Vieira Malagueira and Duarte, he developed
a successful version of a programme that allows the

generation of many unique objects. Sass, on the other
hand, introduced an innovative method of using the
Shape Grammar procedure to generate house designs
that can be made from plywood sheets. The Shape
Grammar procedure is used here to divide the initial
shape into flat components that are cut using CNC
technology. This was an innovative approach to design
and construction, combining CAD representation, fa-
brication and assembly [B. Tepavcevi¢ & V. Stojakovié
2012, p. 174].

Shape grammar algorithms have been used in
several projects by Gehry Partners. These applications
aim to rationalise the division of curved surfaces in or-
der to meet specific construction and fabrication requ-
irements [D.R. Shelden 2002, p. 108].

The production strategy based on shape gram-
mar logic was first used by Gehry & Partners in the
Experience Music Project (EMP) in Seattle (1997—
2000). Shape grammar allows curved free-form sur-
faces to be divided into flat, single-curvature deformed
elements (e.g. sheet metal), whose size is determined
based on the Gaussian curvature value [D.R. Shelden
2002, p. 114].

In the EMP project, curved shapes were first de-
composed by a surface division algorithm. The basic
rule for creating grammar divides a rectangle into four
smaller rectangles. Depending on the local curvature of
the surface, the algorithm can be repeated recursively
in order to obtain smaller, rectangular flat areas of va-
rious sizes (Fig. 40). More efficient results are obtained

Fig. 40. Subdivision Grammar results applied to Experience Music Project (EMP) in Seattle, 2000; source: Shelden 2002
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in subsequent phases of the algorithm as the optimal
arrangement of components is sought. This is proce-
dural modelling based on shape grammars.

Incidentally, the first commercial application for
procedural 3D modelling based on an innovative gram-
mar language was released in 2008 by Procedural Inc.
under the name CityEngine. This application was de-
veloped at ETH Zurich by Pascal MUller as part of his
doctoral thesis. CityEngine uses procedural modelling,
which means that it automatically generates models
using a set of rules that iteratively refine the design, cre-
ating more and more details. In this context, the design
of a building begins with determining the volume of its
facade, and the programme iteratively adds details that
remain flexible for future changes. Such a building mo-
del has a hierarchical structure and contains important
semantic information that can be reused when creating
new designs [P. Mdller et al. 20086]. This application has
found wide use in urban architecture design.

The growing interest in 3D shape grammars
has led to proposals for representing shape in a less
ambiguous way. This has paved the way for many al-
ternative formal grammars, including graph grammars.
Graph grammar does not affect shape as such, but
acts on graph representations (which often represent
geometric shapes). A comprehensive description of
how graph grammar works and a number of examples
were presented by Amaresh Chakrabarty [A. Chakra-
barti et al. 2011]. At the same time, shape grammars
were combined with computational tools that imitated
morphogenetic processes, which was an exceptio-
nally innovative approach to optimisation in the field of
design [G.S. Hornby & J.B. Pollack 2001]. A gramma-
tical evolutionary algorithm was developed, enabling
programming based on evolutionary algorithms. This
tool was named Grammatical Evolution [M. O’Neill et al.
2009]. Until now, evolutionary algorithms had not been
combined with grammatical representation (or design
language), which filled an important gap. Evolutionary
algorithms (EAs) have been successfully used to solve
various design problems, and it has been shown that
evolutionary techniques can be adapted (by changing
the scale) to the complexity required for typical geome-
tric patterns found in building designs (e.g., floor plan
shape). Typically, direct coding, either through para-
meterisation of the search space or through compo-
nent-based solution representation, was used to solve
the problem. It was argued that a generative coding
scheme, coding that specifies how the phenotype is
constructed, can achieve greater scalability due to its
self-similar and hierarchical structure. Furthermore, by
reusing parts of the genotype to create the phenotype,
generative coding is a more compact solution coding
[M. O’Neill et al. 2009, p. 1037].

Currently, there are many versions of Shape
Grammars available, as they allow human knowledge
to be encoded naturally in a generative process. They
prove invaluable not only in the design of architectural
objects, but also in product design. For example, the
Integrated Design Innovation Group at Carnegie Mellon
University uses Shape Grammars to study the essence
of product design, ranging from Harley Davidson mo-
torcycles to passenger cars. Some versions of Shape
Grammars are used today: generating systems such
as cellular automaton rules for creating 2D shapes,
context rules for creating 2D tiles, graph coding for
animated 3D creatures, and cellular coding for artificial
neural networks.

5.2. Voronoi diagrams

Voronoi diagrams, like Shape Grammars, were
developed as a result of exploration in the fields of ma-
thematics and geometry. Voronoi diagrams enable the
decomposition of space and its division into regions.
It is a type of tessellation that includes a class of pat-
terns called Dirichlet tessellations. It is a special type of
decomposition of metric space defined by distances
to a specific set of discrete objects in space, e.g. by
a discrete set of points. Although these diagrams had
already been considered by René Descartes, they are
named after the Russian mathematician Georgy Fedo-
rovich Voronoi, who in 1907 defined and studied the
n-dimensional cases of this tessellation.

Voronoi diagrams are created from a set of po-
ints distributed over a specific surface (2D diagrams)
(Fig. 3.41). It involves dividing the studied area into
parts (cells) in such a way that each point located in-
side a given cell of the diagram is closer to the node
located in that cell than to any other node in the ne-
twork [K.E. Brassel & D. Reif 1979]. Each point divides
this area into n areas so that every point in any area
is closer to a specific point from the set of n points
than to the remaining n —1 points. All Voronoi areas are
convex polygons. Every point in any area is generative.
Delaunay triangulation is a double graph for the Voronoi
diagram (Fig. 41), which means that the space (Rn + 1)
into convex polygons (simplexes) such that two T sim-
plexes have a common face or have no common parts
(each bounded set Rn + 1 has a common part with
only a finite number of T simplexes), e.g. the interior of
a sphere inscribed in any T simplex does not contain
any vertices of T simplex.

The idea of dividing space, similar to a Voro-
noi diagram, first appeared in the 17th century with
René Descartes’ (1596—1650) concept explaining the
distribution of matter in the universe. He described
this concept in the third volume of ‘Principia Philoso-
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set of given points

Delaunay triangulation
for given points

Voronoi diagrams
for given points

determination of the center of the circle of the triangle

centers of the circles determine
the vertices of a convex polygon
Voronoi diagram - dual graph

Fig. 41. Delaunay Triangulation and Voronoi Diagram, a) Creation of Voronoi Diagram on divisions of triangulated Delaunay mesh, b) De-
launay Triangulation and Voronoi Diagram for a given group of points; source: Rokicki & Gawell 2016

phie’ published in 16443, Johann Friedrich Carl Gauss
(1777-1855) was also interested in the division of space
and surface from a mathematical point of view. In 1801,
Gauss published his work ‘Disquisitiones aritmeticae’
on number theory, in which he presented theories of
quadratic forms and proved the law of reciprocity of
quadratic residues using diagrams of the division of n-
areas [K.E. Brassel & D. Reif 1979, p. 290]. Formally,
however, this diagram was not introduced into literatu-
re until more than two centuries after Descartes. This
occurred when Peter G. L. Dirichlet (1805-1850) publi-
shed his book Theory of Numbers (1850) in 1838, and
Gorgy Fiodorowicz Voronoi (1868-1908) presented his
tessellation methods. Hence, Dirichlet tessellation and
Voronoi diagrams.

Voronoi  tessellation describes the  self-
organisation system of visible biological structures,
including divisions on dragonfly wings, turtle shells,
honeycombs and sea urchin skeletons (Fig. 42). The
principles and methods of discretisation and self-
organisation of living organisms inspire the search for
optimal solutions for artificial structures.

Voronoi diagrams are used in almost all fields of
science and engineering. They can be used to descri-
be more than just biological structures. In aviation, they
are used to identify the nearest airport in the event of
detours. In mining, they can help estimate overall mi-
neral resources based on exploratory drilling. In epi-
demiology, they can help identify the source of an in-
fection. Voronoi diagrams are also widely used in com-
puter graphics, geophysics, anthropology and urban
planning. Voronoi diagrams are used to generate both
two- and three-dimensional elements, as in the case
of Benjamin Aranda and Chris Lasch in their project
Grotto (2006).

Voronoi tessellations are considered one of the
most fundamental data structures in computational
geometry. They are used in modelling natural pheno-
mena, to study their mathematical properties, especial-
ly geometric, combinatorial and stochastic ones, and
their computational representation. These tessellations
also offer various methods for grouping multidimensio-
nal data [F.Aurenhammer 1991, p. 347].

3 see: R. DesCartes, Principia philosophie, Elzevir, Amsterdam 1644, also R. Descartes (translated by Izydora Dgmbska), Principles of

Philosophy, Wydawnictwo Naukowe PWN, Warszawa 1960.
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Fig. 42. Voronoi diagrams in the formations of Nature; source: N. Paszkowska-Kaczmarek 2022

Architectural interpretation

The spatial and biological aspects of Voronoi
diagrams make these tessellations an attractive tool
for architectural and urban design. Models of biological
self-organisation found in nature serve here as patterns
for shaping the built environment. The Voronoi topolo-
gical structure, which fills space, simulates the natural
exchange of information about objects in the architec-
tural environment and divides a given space into a set
of subregions according to the data of these objects.

Voronoi diagrams initiate the process of gene-
rating and evolving spatial forms that interact with all
entities in the system — self-organisation. This leads
to the evolution of the entire system, which constantly
multiplies according to a spatial pattern defined on the
basis of self-organisation. In the context of architectu-
re, this would refer to co-adaptation, which finds space
among the complex relationships and needs that exist
in the disorganised subsystems of the environment [P.
Coates & Ch.Derix 2005]. Furthermore, Voronoi dia-
grams are also used to analyse space occupancy. In
this case, the centres of Voronoi cells become search
agents which, during the search process, receive infor-
mation about the surrounding cells. When the informa-
tion from the surrounding cells matches their preferen-
ces, the agent occupies the space.

Zaha Hadid Architects used Voronoi diagrams
to analyse data from the environment of the National
Kaohsiung Performance Arts Centre site. The rela-
tionships between spatial elements such as existing

buildings, plot boundaries, trees, monuments and
access roads were analysed. These analyses made
it possible to identify the main pedestrian flows and
controlled access points, while clouds of active points
determined the directions for the main visitor routes.
In other words, Voronoi diagrams were also used here
to control movement in space. The shapes of the cells
in the resulting diagrams became a means of artistic
expression, both for the surroundings and for the buil-
ding itself [J. Parket al. 2008, p. 527] (Fig. 43).
Voronoi diagrams can also be helpful in explaining in-
tangible social phenomena, and due to their geometric
structure, they can actively participate in shaping spa-
ce. In this case, the purpose of the diagrams is to es-
tablish a communication system and actively respond
to changes and characteristics of the environment to
which a given space belongs. The task of architecture
is to create space for people and nature by gathering
information about the environment surrounding that
space in order to formulate requirements for architec-
tural solutions.

Based on Voronoi diagrams, the Korean team
Net. lab worked for sixteen months on a research pro-
ject carried out by GNome. The research focused on
how algorithms can be applied parametrically in the
creation of cellular spaces in relation to specific varia-
ble-conditioned criteria expressing diverse social sys-
tems, scales and user needs (Fig. 44). A series of com-
putational procedures based on the Voronoi algorithm
were developed and incorporated into an application
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Fig. 43. Zaha Hadid, Patrik Schumacher, National Kaohsiung Performance Arts Center, Kaohsiung, Taiwan 2007;
source: Zaha Hadid Architects, Hadid 2007

generated during the research. This application ena-
bles an iterative process of feedback, adjustment and
optimisation of the design to given variable conditions.
In addition, emphasis was placed on the integration of
design, analysis and production processes through the
application of Voronoi algorithms in real-world contexts
[J. Parket al. 2008, p. 527].

Architects also use Voronoi diagrams not only
to study spatial situations. The ease of generating geo-
metric patterns based on these diagrams makes them
an attractive aesthetic solution when it comes to chan-
ging, adapting and adjusting a given space [K.A. Kang
& J.E. Yoon 2008, p. 156].

An example of such an application is the rede-
velopment project for Glorieta Juan Carlos | square in
Spain, where ESC Design Studio designed an immersi-
ve environment using photovoltaic panels and artificial
fog generation systems. The pattern on the square was
generated using custom software that implements the
Voronoi algorithm to divide the surface into pedestrian
routes and allocate areas for other activities (Fig. 45).

The architectural interpretation of Voronoi dia-
grams is also visible in the Aldgate Aerial Park project
in London. The Matsys’ idea was to create additional
public space above street level during the 2012 Sum-

Fig. 44. Net.Lab (South Korea), Interpretations of Voronoi Diagrams in Urban Public Spaces; source: Park et al. 2008
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Fig. 45. ESC Design Studio, Glorieta Juan Carlos |, Mula, Spain 2009, Interpretations of Voronoi Diagrams in Urban Public Spaces;
source: Nowak 2015

mer Olympics, where there would be separate gardens
and places to rest. These were placed in individual
cells of Voronoi diagrams (Fig. 46). In both cases, the
interpretation of Voronoi diagrams brought the desired
benefits, not only functional but also aesthetic [A. No-
wak 2015, p. 31].

Voronoi diagrams, just like Delaunay triangula-
tions, allow for the interpretation of a two-curvature free
surface, i.e. its appropriate geometric approximation.
Thanks to these tessellations, the essential features of
the three-dimensional form contained in the digital mo-
del are preserved. However, how this surface will be

Fig. 46. The Matsys, Aldgate Aerial Park, London, 2012, Interpretations of Voronoi Diagrams in Urban Public Spaces;
source: Nowak 2015
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Fig. 47. Application of Voronoi diagram in discretization of structural surfaces; a) covering of WestendGate in Frankfurt, (project by Just
Burgeff Architekten and a3lab, 2010); b) generation of Voronoi divisions — searching for rational solutions for the meditation pavilion in
Houston, (project by Metalab Architecture & Fabrication with scientists from the College of Architecture in Houston); c) final digital model;
d) finished view of the pavilion; source: Rokicki & Gawell 2016

produced depends on what will be defined as its sup-
porting structure and what as its filling, how the tectonic
elements constituting the physical entity of this surface
will be distributed [K. Januszkiewicz 2010, p. 73].

The above examples of completed structures of
various sizes and functions confirm the ability of Voro-
noi diagrams to geometrise and structure curved surfa-
ces of free forms (Fig. 47). In digital design practice, va-
rious strategies are adopted for geometrising surfaces
for manufacturing. Two-dimensional fabrication often
involves contouring, triangulation or polygonal tessel-
lation. Parallel, developable or unfoldable surfaces are
also used. The aim is to derive two-dimensional flat
components that are easy to manufacture using CNC
from a geometrically complex surface. The challenge is
therefore to select an appropriate geometric approxi-
mation that preserves the essential qualities of the thre-
e-dimensional form represented by the digital model
[K. Januszkiewicz 2010, p. 73].

The shaping of spatial forms and the discreti-
sation of the supporting structure of free surfaces ba-
sed on Voronoi cells led to the development of three-
dimensional diagrams.

3D Voronoi diagrams inspire the design of com-
plex, multi-cell architectural objects (Fig. 48). Further-
more, they are an effective method of describing the
distribution of cubic elements (cells) in space and the
relationships between neighbouring points that define
the enclosed space (Concave) [F. Aurenhammer 1991,

p. 348]. Cells that share facets are recorded in the pro-
cess of creating Voronoi diagrams. Thanks to this to-
pological representation, it is possible to conveniently
extract neighbouring spatial units.

Voronoi diagrams are now a widely available pa-
rametric tool for designing two- and three-dimensional
objects. The wide availability of this tool encourages
experimentation in the search for new structural and
spatial solutions. The shaping of architectural and
structural forms by Voronoi diagrams is one of the most
important means not only of artistic expression of ar-
chitectural forms, but also a synonym for their synergi-
stic relationship with the works of Nature.

5.3. Fractals

Fractals, like Shape Grammars and Voronoi Dia-
grams, are the result of scientific experiments in the
field of geometry and mathematics. The mathematical
basis of fractals developed with the advent of high-per-
formance computers. Thanks to this, it is now possible
to create various types of graphical representations of
fractal objects using generative tools (e.g. UltraFractal)
that ensure recursion and iterative formation of geome-
tric patterns.

A fractal (Latin: fractus — broken, fragmented) is
a geometric object with self-similarity, whose dimension
is not an integer and is difficult to describe in Euclide-
an geometry. Fractal curves consist of infinite elements
that are infinitely small and therefore intangible (Fig. 49).
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set of 100 extortion generation of generation Voronoi cells - example
random orthogonality Voronoi of structures of living unit
points cells

Fig. 48. Voronoi Diagram application in three-dimensional structural surface discretization; Vertical Village, Yushang Zhang, Rajiv Sew-
tahal, Riemer Postma and Qiangian Cai project, 2011; a) object visualization; b) block diagram; c) rules for generating Voronoi divisions
into residential units; source: S. Roudavski 2009

These infinite elements are the reason why the length  dimension referred to in the definition of a fractal is
increases to infinity on an infinitely small scale, making  used to describe the degree of ‘roughness’ of a geo-
it impossible to define a point on a fractal curve using  metric object [J. Kudrewicz 2007, p. 53].

coordinates or to accurately describe its position on Fractals as mathematical objects entered the
the curve [J. Kudrewicz 2007, p. 20]. In mathematics,  realm of science at the turn of the 19th and 20th centu-
a fractal is a set whose fractal dimension (Hausdorff-  ries, although they were not called fractals at the time.
Besicovitch) exceeds its topological dimension. The  They were treated as geometric curiosities, mathema-
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Fig. 49. Fractals on the plane, a) Julia set, b—c) Sierpinski triangle and carpet, d) boundary of the Mandelbrot set,
e) formation of the Koch snowflake; source: own elaboration; R.J. Krawczyk 2002

tical oddities that contradicted Euclid’s order. Fractal
geometry was formulated and formalised in the late
1970s by Benoit Mandelbrot (born 1924), a mathema-
tician of Polish origin. However, earlier Georg Cantor
(1845-1918), Guiseppe Peano (1858-1932), David Hil-
bert (1870-1924), Helge van Koch (1862-1943), Wactaw
Sierpinski (1882-1969), Gaston Julia (1893-1978) and
Felix Hausdorff (1868-1942) studied various mathema-
tical aberrations, which today are considered precur-
sors of fractal geometry.

Euclidean geometry does not describe real-
world objects such as trees, clouds, mountains, etc.
Ideal shapes such as lines, circles, squares, cubes, etc.
are human-invented simplifications of Nature. Fractal
curves, on the other hand, consist of infinite elements
that are infinitely small and self-similar, and therefore
can describe what Nature builds.

Fractal geometry is currently a rapidly developing
field of knowledge. It is studied by specialists in various
sciences: mathematicians, physicists, mechanics, as
well as architects and artists. Fractals have also found
application in communication, data processing and in-
formation storage. Many researchers claim that this is
the geometry that Nature uses to build its creations.
Fractal shapes can be found in clouds, coastlines, mo-
untain ranges, snowflakes, trees and soap suds. To-
day, this geometry gives architects the opportunity to
capture connections with nature and the cosmos, as

well as to manifest a departure from the concepts of
Newton and Laplace.

Architectural interpretation

Architects perceive fractal geometry as an in-
tegral part or marker of chaos theory and complexi-
ty science [M.J. Ostwald 2001; M.J. Ostwald 1998].
However, there are not many similarities between the
definitions of architects and mathematicians regarding
‘fractal architecture’. Architects have ignored mathe-
maticians’ views on the built environment, and mathe-
maticians have ceased to analyse the work of archi-
tects who have appropriated and use fractal geometry.
They are mainly concerned with formal effects in the
search for new aesthetic qualities. Nevertheless, fractal
geometry allows for the mathematical study of forms
that represent an endless sequence of self-similar sha-
pes, details meandering from large to small scales. It
has descriptive power, allowing us to capture, explain
and understand the complex diversity of Nature’s cre-
ations.

Fractal geometry is a unique design tool that
allows one to reach the core of architectural composi-
tion, enabling the expression of a complex understan-
ding of Nature. [C. Bovill 1996, pp. 103-113]. Especially
when it comes to the use of rhythm, fractal concepts
can be applied, e.g. a relatively simple formal techni-
que such as the progression of forms (from larger to
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smaller). Scaling is a fundamental property of all frac-
tals. Hierarchy and size distribution apply to all complex
systems. Both those we can see and those invisible to
the human eye contain many small components, only
a few medium-sized ones and not many large ones.
This distribution results from the universal power law,
according to which the number of parts in a system is
inversely proportional to their size. This universal law
is observed by most natural systems (e.g. DNA, lungs,
blood vessels, nerves, etc.), as well as by complex ar-
tificial systems (e.g. the global power grid, etc.) [N.A.
Salingaros 1999, p. 83].

Fractal geometry shows that different scales
with complex structures, as seen under high magnifi-
cation, combine into a single complex system. This is
not only a visual geometric measure, but also affects
the stability of the complex system. It has been obse-
rved that stable systems follow a universal distribution
and size distribution. However, there are many other
criteria that a structure must meet to guarantee its sta-
bility. The correct distribution of components is a ne-
cessary but not sufficient condition for the stability of
the system. When some weight is missing, the system
is less structurally stable. Stability is then threatened by

a violation of the hierarchy and universal distribution of
sizes. The same happens in situations where too many
scales are randomly distributed. The sequence of sca-
les must comply with the universal distribution: larger
scales contain fewer units of that size, while smaller
scales contain more and more smaller units. These ge-
neral properties of complex geometric systems refu-
te the stylistic assumptions of the modern movement,
which after the Second World War led to the design
and construction of large-scale urban and architectural
forms. No modifications will make such forms suitable
for human biology [N.A. Salingaros 2008, pp. 10-11].

An interpretation of the principles of fractal geo-
metry and the universal principle of hierarchy and di-
stribution can be seen in the design of the Biocentre
at Goethe University in Frankfurt (Fig. 50). Peter Eisen-
man skilfully combined fractal geometry with Euclidean
geometry, obtaining a wide spectrum of components
of various scales and sizes.

In 1990, Aaron Betsky described Eisenman’s
Biocentre as a conventional geometric system corrup-
ted by fractal geometry, which he called a virus and
a parasite [A. Betsky 1990, p. 184]. Under pressure
from criticism, there is a retreat from attempts to in-

INTRFTRTATHR AT

Fig. 50. Peter Eisenman, Biocentrum, J.W. Goethe University, Frankfurt, 1987; source: Betsky 1990
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terpret chaos theory and fractal geometry and from
the search for a connection between architecture and
complexity theory. However, the early 1990s saw rapid
development in 3D design tools and human-machine
interaction. It is now possible to transform solids and
simulate movement. New tools are taking design into
the third dimension, changing creative attitudes to-
wards the understanding of complexity, continuity and
linearity in architecture.

New IT tools are taking design into the third di-
mension, changing creative attitudes towards the un-
derstanding of complexity, continuity and linearity in
architecture. Using these tools, Greg Lynn formulated
a concept for the Cardiff Bay Opera House based on
a fractal he generated himself (Fig. 51). This fractal se-
rved as the basis for further interpretation in configuring
the functional programme and spatial requirements of
the building. The skilful contouring of curvilinear forms
allowed the architectural surfaces for individual com-

é

ponents of the form to be stretched. By exposing the
solids in different scales and sizes, Lynn brought out
their hierarchy of importance and balanced distribution.
This was a completely new approach to architectural
design, which went beyond the ideological and formal
framework based on Euclidean geometry.

Similarly, the architectural firm Ushida Findlay,
using new design tools, developed a series of innova-
tive designs in the 1990s using the golden ratio and
fractal geometry (often in combination). Their S-Project
presents fractal geometry in a particularly attractive
way (Fig. 52). It concerns the redevelopment of a Tokyo
neighbourhood at the intersection of multiple transport
arteries and a railway line. The S-Project examines the
concept of “the city as home”, an idea that has gained
prominence with the realisation that natural systems
have similar patterns on many scales.

Charles Jencks’ controversial book, published
in 1995, reopened the debate on the influence of com-

Fig. 51. Greg Lynn, Cardiff Bay Opera House, 1994 — competition entry; source: Jencks 1995
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Fig. 52. Ushida + Findlay, S-Project “Parallel Landscapes”, Tokyo 1996 — concept design (model); source: Ullrich 1973

Fig. 53. Steven Holl, Simmons Hall, MIT, Cambridge, USA, 1999-2002; fractal models: a) Sierpinski carpet b) Menger sponge are an
inspiration for the form; source: J.R. Koza 1992; Wikipedia Commons

plexity science on architecture and culture [Ch. Jencks
1995], and it was supplemented by Carl Bovill’'s rese-
arch findings on fractal geometry in architecture, publi-
shed in 1996, based on the mathematics of complexity
theory [C. Bovill 1996]. Bovill argued that humans have
an innate need to analyse the structures of natural cre-
ations and then look for similar features in man-made
artefacts, which he supports with analyses of building
facades from different historical periods.

Since Mandelbrot defined the concept of a frac-
tal, fractal geometry and fractal dimension have come
to be seen as indispensable tools, not only for imitating
Nature’s creations, but also as instruments for the ana-
lytical study of designed and existing objects. These
are tools that can be used to give humanistic characte-
ristics to the built environment and restore the relation-
ship between humans and nature.

Interest in the study of fractal geometry was
sparked by Mandelbrot’s book Fractals: Form, Chance
and Dimension (1977). Mandelbrot defined a fractal as
‘any curve or surface that is scale-independent’ [R. Pa-
welec 1999, p. 363; B. Mandelbrot 1977, p. 148]. This
property is referred to as self-similarity and means that
any part of the curve, if enlarged to scale, would look
identical to the entire curve. The transition from one
scale to another can be represented as iterations of the
scaling process. This gives rise to the need to under-
stand and comprehend terms such as fractal geometry
and fractal dimension.

Fractal geometry defines a specific set of objects
exhibiting a high degree of self-similarity. Peitgen and
Richter (1986) explain, as Ostwald quotes, (...) fractal
geometry is defined by a repetitive or iterative feedback
structure that produces a type of geometric phenome-
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non called scaling or characteristic irregularity.” [M.d.
Oswald 2013, p. 648]. The concept of self-similarity lies
in the concept of scale, because ‘scaling is a property
whereby a figure, examined at increasingly finer scales,
is perceived as self-similar; or that at different scales,
the object in question tends to resemble itself.” [M.J.
Oswald 2013, p. 648]. Both definitions emphasise the
shape of fractals as geometric phenomena, i.e. iterative
feedback structures with details at every scale, such as
clouds, trees, inflorescences, etc. So it is mainly about
geometric shape.

Fractal geometry is analysed using visual me-
thods. This involves observing an architectural object
in order to identify the self-similarity of its elements,
which are in fact fractal patterns or representations
of mathematical fractal forms. Visual analysis helps to
determine whether fractal patterns are present (e.g.,
Sierpinski carpet, Menger sponge, etc.) in projections,
elevations, and other significant parts of the object (Fig.
53). Noticing such fractal properties helps in studying
the object itself. If fractal patterns are found in certa-
in repetitive elements, such as cascading, arched and
striped forms, they can be compared to known fractal
shapes (e.g., Julia sets, Koch snowflakes, etc.). Visual
studies use simple techniques applied in architectural
composition analyses. The projections of the object,
its cross-sections and usually its facade are conside-
red, as they most fully reflect the architecture of the
building. However, in historical objects, subsequent
changes may significantly alter its appearance, but the
object retains its load-bearing and architectural struc-
ture. Visual inspection of a building can be carried out
by architects and viewers with artistic sensitivity who
are able to recognise the main artistic features of an
architectural object.

ole
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I’” e

Thefractal dimensionisatopologi-
cal measure of how much space an object fills [M.J.
Oswald 2013, p. 648]. Hence, fractal dimension can
be understood as a property of fractal geometry (irre-
gular objects, their shape) that fills space. Mandelbrot
proposed seven main types of methods for calculating
surface roughness [M.J. Oswald 2013, p. 649]. One
of these is the box counting method, which is most
commonly used to describe the roughness of building
facades and projections.

The fractal dimension of an architectural form is
determined based on the box counting method propo-
sed by Carl Bovill in 1996. This method is based on the
fact that the fractal dimension visually expresses the
degree of ‘roughness’ and ‘irregularity’ of the structure,
which determines the degree of complexity of the ob-
ject. It is applied as follows: a grid of a specific size (S1)
and number of cells containing image elements is su-
perimposed on the image, which can then be calcula-
ted (N for s1). Next, the grid size is reduced (S2) and the
number of cells is counted again (N for s2). The fractal
dimension between the two scales is then calculated
by the relationship between the difference in the num-
ber of occupied fields and the inverse of the difference
in mesh sizes. This calculation can be expressed using
mathematical equations, where S is the grid size and
N is the number of cells that overlap with the image
details [C. Bovill 1996, pp. 41-43].

In 1994, Batty and Longley applied the box co-
unting method to architectural and urban analysis [M.
Batty & P. Longley 1994]. However, Carl Bovill must be
considered the first to have thoroughly researched ar-
chitectural objects using this method in 1996. He ana-
lysed the fractal properties of the projections and ele-
vations of several canonical buildings [C. Bovill 1996]
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Fig. 54. Carl Bovill, box-counting analysis of fractal properties of Frank L. Wright’s Robie House, 1996; source: Bovill 1996
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(Fig. 54). Today, the fractal dimension of an architectural
form can be easily determined using the standard Frac-
Lac programme for images (J), which enables fractal
analysis of projections, cross-sections and elevations
[A.L. Karperien 2007]. Using this programme, it is easy
to specify the fractal dimension of a complex image
that cannot be described by other traditional methods.
The programme counts the number of fields or cells
that have been touched or covered by the contour of
the analysed object in the grid. The second step is to
reduce the size of the grid and count the boxes again,
and the process is repeated at multiple grid scales. The
first grid (number of boxes counted) and the second
grid (humber of boxes counted) are compared. By plot-
ting a log-log graph for each grid size, the slope of the
resulting line is measured, which is a measure of box
counting (D). When the process is repeated a sufficient
number of times, the data is plotted and the average
slope of the resulting line is the estimated fractal [A.L.
Karperien 2007].

In biomimetic design, fractal geometry imposes
structural and spatial articulation, forces the pursuit of
self-similarity and scaling of components, as well as
their hierarchy and distribution, and manages the me-
ans of artistic expression of the designed object. The
fractal dimension, on the other hand, draws attention to
maintaining consistency between the visual and non-
visual projections of the object in relation to the whole
form and its parts and surroundings. Analyses of the
fractal dimension allow us to explain why the impact of
architectural works is what it is, what its beauty con-
sists of — a canonical issue in architectural theory [W.
Tatarkiewicz 1973, p. 6]. They prove that perceived har-
mony or disharmony results, for example, from a lack
of consistency between projections, elevations and
cross-sections. Fractal dimension analyses are parti-
cularly important when it comes to historic buildings
undergoing reconstruction or restoration. Furthermore,
fractal analyses allow us to identify common structu-
ral patterns that underlie the organisation of nature, art
and human perception.

CONCLUSIONS

For several decades, mathematics, physics,
biology and computer science have been intertwined
with architecture in an attempt to create a common ba-
sis for design in a way that allows natural and artificial
environments to interact with each other in the best
possible way.

The instrumentalisation of natural processes,
from which form emerges, has opened up new design
possibilities on the path to achieving this goal. Cur-

rently, design tools, known as morphogenetic, allow
designers to approximate the principles and solutions
found in Nature’s designs.

Although the goals of plants, insects and animals
differ from those of humans, these creations share cha-
racteristics that are of interest to humans: they are the
most efficient in terms of materials, function and energy,
and they are best adapted to changing living conditions.
Above all, evolutionary development and exchange be-
tween biological form and the environment encourage
the use of these processes as tools for designing eco-
efficient artificial architectural forms, especially in an era
of advancing global climate change.

The understanding of ecology developed in the
second half of the 20th century should change the way
we approach the built environment. Complex architec-
tural forms that respond to climate change require new
tools and new design strategies. This can be achieved
by combining information and material processes. Or-
ganisms have many stable states that combine chan-
ging spatial requirements with appropriate formal and
structural articulation.

In order to survive, biological structures evolve
in an effort to build highly complex systems designed
to provide optimal solutions for any given requirements.
Every organism and form of life emerges from a pro-
cess of evolutionary self-organisation. The develop-
ment of IT design tools and the instrumentalisation of
the principles of morphogenesis are therefore justified
in becoming an attractive model to follow in architec-
tural and urban design — all the more so because the
aesthetics of natural forms have always been accepted
by the public.

In the 21st century, the instrumentalisation of
natural processes from which form emerges has ope-
ned up new design possibilities that are changing the
existing understanding of the concept of mimesis in ar-
chitecture and art. It is no longer about reflecting nature
and its principles or imitating the shapes of Nature’s
creations, as Aristotle wanted. Instead, it is important
to embed biological processes and functionalities si-
milar to those of organisms in buildings for the mutual
benefit of humans and the biological environment.

The development and popularisation of mor-
phogenetic design tools integrated with CAD systems
is a promising alternative for future architecture focu-
sed on climate change and sustainable development.
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